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Abstract 

Centralized control systems can be easier to design and 

generally conform to utility industry practices, but have 

disadvantages in terms of actuation speed and limited 

robustness to failures. Interoperability among devices and 

across systems will facilitate decentralized decision-making 

systems that can react quickly to local problems and, when 

well designed, are more resilient to failures. This paper 

describes a conceptual design for the integrated, real-time 

control of both transmission and distribution systems. The 

design uses intelligent control agents located at nodes in the 

grid. To illustrate the utility of decentralized, agent-based, 

real-time control, we describe two agent-based control 

algorithms, one designed to mitigate the effects of cascading 

failures in the transmission system and the other designed to 

improve distribution circuit performance. After describing 

the proposed design concepts and presenting some example 

results, we describe some information technology advances 

that have the potential to enable an interoperable network of 

software agents with real-time control capabilities for both 

transmission and distribution.  

1. INTRODUCTION  

In most utility systems, the power delivery control system 

has two components, (1) centrally located operators (human 

and computerized) who schedule resources along long time 

horizons, and (2) decentralized protection devices that react 

quickly to local stress by disconnecting equipment. As 

information technology improves, it is possible to increase 

the intelligence and communications bandwidth of the 

decentralized devices, and decrease the reaction time of 

centrally managed control systems. Decentralized systems 

are getting smarter and centralized schemes are getting 

faster.  

Such advances do not come too soon for the electricity 

industry. Open-access rules and market restructuring 

generally increase demand for transmission capacity, putting 

more stress on the existing infrastructure. When 

transmission networks become overly stressed, cascading 

failures become ever more likely [1,2]. Some have proposed 

that massive investment in transmission infrastructure is 

needed [3], but siting new transmission lines is extremely 

difficult [4]. The industry will likely need to use the existing 

transmission infrastructure more judiciously to meet the 

increasing demand for long-distance power transmission. 

When employed correctly, information technology can help 

the electricity industry to use existing assets more 

effectively by bridging the gap between fast decentralized 

devices and slow centrally-located operators. 

A number of technologies have been proposed to fill this 

gap. Many utilities operate Special Protection, or Remedial 

Action, Schemes (SPS or RAS) in which a control system is 

designed to react to extreme events by quickly enacting pre-

determined sets of control actions—typically demand and 

generation reduction. Industry experience with SPS is 

mixed [5].  

In addition, the architecture of the power delivery system is 

likely to substantively change as distributed energy 

resources (DER) and intermittent renewable energy sources 

become significant contributors to the energy supply mix. 

One benefit of a DER unit is the ability to supply a small 

section of the grid with power when the bulk power system 

endures a blackout. But without careful design, network 

reconfiguration algorithms will not reliably enable islanded 

operations when needed. While dynamic islanding is 

beneficial, DER units and other devices in a distribution 

circuit have the potential to provide even greater benefits to 

reliability and system economics when they can work 

cooperatively with the high-voltage system. For example, 

when appropriately scheduled, a DER unit can substantially 

reduce losses and improve the voltage profile on a circuit. In 

order to realize these benefits, the industry needs an agreed-

upon architecture for interoperable transmission and 

distribution control systems.  
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With these challenges in mind, this paper describes the 

conceptual design, and some illustrative design details, for a 

network of software agents with the ability to implement 

many real-time control tasks that require more intelligence 

than simple protection but are sufficiently time-critical to 

make a centralized implementation impractical. Section 2 

describes the proposed design at a conceptual level and 

provides a short review of similar designs from industry and 

academia. Sections 3 and 4 describe illustrative designs and 

results for agent-based transmission and distribution control 

systems. Section 5 describes some of the communications 

infrastructure challenges associated with this design, 

focusing particularly on strategies for interoperability. 

Finally, Section 6 draws some conclusions. 

2. CONCEPTUAL DESIGN 

Power systems are complex large-scale interconnected 

systems that have a variety of actuators with different 

objectives and time responses. The coordination of sensors 

and actuators is a formidable task. Most of the existing 

actuators take local actions based on local information only. 

Such actions cannot, in general, guarantee that the devices 

will act according to system-wide performance goals. 

However, advances in communication and computation 

technology can facilitate better coordination amongst the 

thousands of devices in a power system. 

In the conceptual design illustrated in Figure 1, one control-

agent is located at each actuator in both the transmission and 

distribution networks. Each agent is responsible to gather 

local measurements and choose set-points for its local 

device. During normal operations, when time-critical 

adjustments are not necessary, the agents coordinate their 

decisions with operator-agents, both human and 

computerized. When decisions must be made quickly and 

operator intervention is impractical, the agents work with 

other agents in their neighborhoods and choose actions 

according to agreed-upon goals and methods.  

The result is a multi-layered architecture for coordinated 

real-time transmission and distribution system operations. 

Section 2.1 describes how these concepts fit with current 

developments at Southern California Edison (SCE). 

Sections 2.2-2.4 describe some additional details of the 

conceptual design described here. 

 
 

Figure 1—An illustration of the architecture for interoperable transmission and distribution control agents, as proposed in this paper. Each agent is co-
located with its actuator/device. The following agents and devices are shown: AG–generator, AE–exciter, AF–FACTS device, AD–distribution substation 

manager-agent, AL–load control agent, AC–capacitor-bank, AS–switch or interrupter, ADG–distributed generator. 
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2.1. Transmission and distribution system coordination 

at Southern California Edison 

Traditionally, SCE has planned and operated its distribution, 

sub-transmission and transmission systems as relatively 

independent systems. Three planning/operating practices at 

SCE illustrate this intentional independence among system 

levels, reactive power (VAR) planning, radialized sub-

transmission, and independent remedial action schemes 

(RAS). Following a brief discussion description of these 

practices is a discussion of several emerging practices that 

will require an understanding and integration of the 

concepts of interoperability. 

2.1.1. Reactive power (VAR) planning 

SCE’s VAR planning standards require that no net VAR 

transfers take place between the transmission, 

subtransmission and distribution systems. 

2.1.2. Radial sub-transmission 

Under SCE historical practice transmission, sub-

transmission (66 kV and 115 kV) and distribution systems 

generally operate separately—sub-systems cannot rely on 

one another for reactive power or other secondary support 

beyond maintaining a delivery chain from source to load. 

Few mechanisms exist for coordinating resources between 

these sub-systems. Consequently each sub-transmission 

system has a single interface with the bulk networked 

transmission system (220 kV and 500 kV), and each 

distribution circuit maintains one interface with the 

upstream sub-transmission system. This results in numerous 

radial configurations. A radial design ensures that ―N-1‖ 

outages in the bulk system do not generally trigger parallel 

flows through the lower-voltage circuits. On the other hand, 

radial design generally means that more power system 

infrastructure is required to meet NERC/WECC 

requirements for serving load after ―N-1‖ outages. 

2.1.3. Independent Remedial Action Schemes (RAS) 

SCE has designed its RASs so that each scheme is 

independent. This practice simplifies design and 

implementation, but may limit the potential to draw benefits 

from coordinated Remedial Action Schemes.  

2.1.4. Future developments 

The three practices described above demonstrate a 

conservative approach, which may limit the potential to 

leverage existing infrastructure for wide-area system benefit 

and increased efficiency. Looking forward, SCE is currently 

exploring other operating procedures such as: automated 

capacitor control schemes with a hierarchical design across 

voltages, a centralized RAS that could choose among 

systems/assets for maximum system-wide benefit and the 

use of locally installed resources to support system services. 

Furthermore, SCE initiatives closer to the consumer, 

specifically SCE’s SmartConnect
TM

 advanced meter 

initiative, will provide additional future opportunities to 

expand interoperability and advanced decentralized controls 

schemes for system, and ultimately, customer benefit.  

Improvements in and growing deployment of 

measurement/sensing, communications and data processing 

technology will facilitate opportunities to develop and 

deploy systems and procedures that support one another.  

The concepts discussed and illustrated in this paper will 

inform and support these emerging efforts at SCE. 

2.2. Goals 

Power systems operate with many goals (objective functions 

to be minimized or maximized and constraints to be 

satisfied). Among these are economic goals, reliability goals 

and environmental goals. While operators can manage 

tradeoffs among these goals along slow time-horizons, it is 

the responsibility of automated control systems (control 

agents) to manage these when action by human operators is 

not practical. The following are some of the goals that are 

particularly important during time-critical operations: 

1. Minimize the cost of serving existing load. 

2. Minimize the cost of control actions (wear and tear on 

or damage to equipment). 

3. When it is not possible to serve the entire existing load, 

then the goal becomes that of serving as much load as 

possible, perhaps weighted by relative priority among 

loads. 

4. Maintain the system voltage profile as close as possible 

to an operator-defined goal profile. 

During normal operations, these goals can typically be 

managed by human operators, with some assistance by 

centrally located computer systems. During stressed 

conditions, when delayed action could result in a massive 

blackout, these goals are best managed by software or 

hardware agents that are closer to the problems. While these 

goals are generally agreed to be important, setting priorities 

among these (and others goals not yet identified) is an 

important part of the design of such software systems.  

2.3. Coordination methods 

Many methods exist for coordinating the actions of agents. 

Among these are: voting schemes in which agents agree to 

enact the most popular action, hierarchies in which low-

level agents act according to the goals of higher-level 

agents, and decentralized optimization methods. The 

algorithm described in Section 3 is based on decentralized 

optimization. The algorithm in Section 4, in its current form, 

is essentially hierarchical.  

2.4. Related programs and literature 

Through programs like the GridWise
TM

 [6,7], EPRI 

Intelligrid [8], the CIM working group [9] and the Modern 
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Grid Initiative [10] the US electricity industry is making 

some progress on standards and designs for communications 

among devices in the power grid. These programs provide 

substantial guidance information to utilities who would like 

to upgrade their communications infrastructure, metering 

and devices. The programs provide lesser guidance for 

coordinating the actions of these devices to meet various 

control goals.  

Some designs from equipment manufacturers and academia 

provide some guidance in this area. While a full review of 

existing technologies and designs is beyond the scope of 

this paper, [11,12] describe algorithms and conceptual 

designs that are in many ways related to the ideas in this 

paper. 

3. AGENTS FOR TRANSMISSION SYSTEM 

EMERGENCY CONTROL 

This section describes a method for coordinating emergency 

load shedding, governor and exciter controls to restore 

voltages and currents to acceptable levels before a large 

blackout results. High currents and low voltages often result 

from disturbances to the power system, such as transmission 

line or generator outages. When these persist, relays often 

act to protect equipment from damage. This can push the 

stress to other portions of the grid, with the result being a 

string of component outages known as a cascading failure. 

Large cascading failures, such as the Aug. 14, 2003 

blackout in North America, can have enormous social costs. 

The method, which is described briefly here and in detail in 

[13], is designed to minimize these social costs associated 

with blackouts by quickly arresting the spread of  cascading 

failures through load shedding and generator controls. 

3.1. The global transmission control problem 

The problem of minimizing the social costs of cascading 

failures can be written as a set of goals (objectives and 

constraints) that need to be met over a time horizon. More 

specifically, the following goals are relevant to the 

cascading failure problem: 

1. Minimize cascading failure risk by keeping branch 

currents below, and voltages above, high-risk 

thresholds. 

2. Minimize the cost of remedial control actions by 

enacting minimal emergency load shedding and 

adjustments to generator set-points (governor and 

exciter). 

When currents or voltages are beyond their thresholds, these 

goals can come into conflict. In order to resolve this 

conflict, the above goals are re-written as a single objective 

Model Predictive Control (MPC) [14] problem with the 

following form: 
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where ρ
k
 is a discount factor for each time step in the time 

horizon t0, t1,…, tK, |V| and |I| are vectors of voltage and 

current magnitudes, ΔPG and ΔVG are vectors of changes to 

the governor and exciter set points and ΔPD is the amount of 

demand reduction required. f and g are linear functions that 

translate changes to the control variables to changes in 

branch currents and bus voltages. The functions ―Cost(…)‖ 

and ―Risk(…)‖ evaluate the cost of emergency controls and 

the risk of allowing high voltages and low currents to 

persist. The result is a linear programming problem that can 

be used to calculate emergency control actions quickly, even 

for systems with thousands of busses. But the amount of 

input data required to set up the problem initially is large, 

requiring a full set of voltages and currents for the system at 

run time. Unfortunately most centrally located operators are 

not able to collect these data fast enough to enact such a 

scheme. State estimation alone can take tens of seconds to 

minutes. A decentralized solution, where control actions are 

calculated and implemented by agents located at 

substations, has the potential to act more quickly. 

3.2. Solving the transmission control problem with 

agents located at substations 

In the decentralized approach to the cascading failure 

problem, we place a control agent at each substation in a 

power network. Each agent is given an initial skeleton 

model of the power network, with all voltages at 1.0 p.u. 

and all currents at 0A. During normal operations, the agents 

talk with their neighbors to collect enough data to build 

rough models of the network that surrounds them. These 

models are fairly accurate for their immediate 

neighborhoods and less so for more remote locations (see 

Figure 2). When an agent becomes aware of a voltage or 

current violation, it shares the data with its neighbors and 

chooses a set of control actions (both local actions and 

estimates of what its neighbors should do) given its model 

of the network. It then exchanges information with agents 

that appear to need to take emergency controls, tries to form 

consensus on these emergency actions, and implements 

these controls. After the agents take new measurements, the 

process repeats until all known violations are removed (see 

[13] for details). 

3.3. Experimental results 

In order to test the method described above we created 100 

large cascading failures and measured blackout sizes in each 

of three cases: (1) no emergency control, (2) centralized 

MPC with perfect information and (3) agent-based MPC. In 
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case (1) the cascading failures propagate through over-

current relays and under-frequency load shedding. In case 

(2) supplementary control is provided by an omniscient 

agent that can measure every value in the network and 

control every device in the network. This provides a lower 

bound for cascading failure size in each case. In case (3), 

agents with imperfect information work to control each 

cascade. Figure 3 shows the distribution of cascading failure 

sizes for case. The MPC agents do not perform as well as an 

omniscient agent, but the performance reduction is small. In 

both cases, the average blackout size is reduced by nearly an 

order of magnitude relative to the base case. 

Agent

Local neighborhood,

frequent communication

Extended neighborhood,

Infrequent communication

No communication

with external nodes

Agent

Local neighborhood,

frequent communication

Extended neighborhood,

Infrequent communication

No communication

with external nodes

Autonomous

Agent

Local neighborhood,

frequent communication

Extended neighborhood,

Infrequent communication

No communication

with external nodes

Agent

Local neighborhood,

frequent communication

Extended neighborhood,

Infrequent communication

No communication

with external nodes

Autonomous

 
Figure 2–An illustration of one agent’s perspective of the transmission 

system. Each agent communicates regularly (once per second) within its 

local neighborhood and periodically (once per day) with extended 
neighbors. 

Mean

Median

32.6 %

4.4 % 3.1 %Mean

Median

32.6 %

4.4 % 3.1 %

 

Figure 3 – The distribution of simulated cascading failure sizes without 

control (left), with an omniscient control agents (right) and with substation 
control agents (middle). While the agents, who work with imperfect 

information, do not perform as well as the global algorithm, the 

performance reduction is small.  

4. DISTRIBUTION CIRCUIT CONTROL AGENTS 

In our second example design, we use a network of control 

agents to control voltages and perform restoration within a 

distribution circuit. Specifically this design is based upon 

the following goals: 

1. Ensure that voltages are as close as possible to an 

operator defined goal profile (typically 1.0 p.u.). 

2. Keep currents below overload thresholds. 

3. Serve as much of the existing demand as possible, 

taking into consideration possibly weighted by the 

relative importance of different loads. 

4. Ensure that the circuit configuration is radial after 

control actions are complete. 

The algorithm is being designed in concert with SCE’s 

―Circuit of the Future‖ program. Doing so provides a real-

world distribution system for the evaluation of agent-based 

control methods. The controlled assets on the Avanti 12 kV 

circuit, relevant to this analysis include: load-break 

switches, load-transfer switches, load-tap transformers, 

mechanically switched shunt capacitors, a power electronic 

switched multi-stage capacitor and a distributed generator. 

Figure 4 illustrates the devices and systems that support the 

operating variables and controlled operating points in the 

Avanti circuit. 

 

Figure 4 – Specific to interoperability, SCE’s distribution Circuit of the 

Future project is SCE’s effort to increase its own understanding of how to 
implement and leverage DER-enhanced grid interoperability as well as 

building the broader power industry’s understanding too. 

4.1. Distribution circuit control method 

To meet the distribution circuit goals, we place one agent 

(AD in Figure 1) at the distribution substation for the circuit. 

This agent has the responsibility to collect data from other 

agents in the circuit and to coordinate the control actions of 

other agents in the circuit. Agents are also placed at each 

switch and DER unit in the circuit or where controllable 

loads are available. These agents pass data to and enact 

commands from AD. When not given any commands from 

AD, an agent may use simple rules based on local 

information to choose control actions, roughly equivalent to 

what is practiced currently. For example, an agent managing 

a switched capacitor bank (AC) will control the bank 

according to the locally measured voltage, unless it gets a 

command from AD to enact controls required to satisfy 

higher-level goals. 

As with the transmission problem, AD formulates its goals 

into an MPC problem. The result is the following non-
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linear, mixed integer optimization problem with the 

following form: 

2
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where SD=PD+jQD and SG=PG+jQG are complex vectors 

representing the actual demand served and the actual 

generator outputs, including the generation supplied by the 

bulk system at the transmission substation, a is a vector of 

switch positions in the circuit, and cD, cG and cV are cost 

vectors indicating the value of demand served, generator 

supplies and voltage profile error respectively. Eq. 3.2 

represents the AC power flow equality constraints, 

accounting for the effects of the switch variables (a). Eq. 3.3 

gives the current limits in the circuit, and Eq. 3.4 enforces 

the constraint that the circuit must be radial at the final time 

period. When solved, the problem outputs a sequence of 

control actions (changes to switches and generators 

primarily) that are feasible and meet the circuit’s goals. 

After calculating a control plan in this way, AD will send 

commands to the switch and DER agents to enact the 

controls. 

Clearly, this hierarchical approach is fairly simple, and 

relies on the correct operation of AD to a large extent. In 

future work, we will study more sophisticated approaches to 

coordinating the agents’ control actions. 

 

Figure 5—The voltage profile in the SCE circuit, with 24 MW of demand, 

before and after capacitor switching according to the problem formulation 

in Eqs. 3.1-3.4. 

4.2. Example results from capacitor scheduling 

To illustrate the utility of this problem formulation, Figure 5 

shows the voltage profile of the SCE circuit before and after 

scheduling the switched shunt capacitors in the circuit 

according to the problem formulation described above. By 

including both the voltage profile and loss minimization in 

the objective function, we were able to make significant 

improvements in both dimensions of the problem through 

appropriate capacitor switching. In future work we will 

extend these results to the reconfiguration problem, refine 

the algorithm and work on ways to decompose these two 

problems among the substation agent and agents located at 

the actuators (switches, capacitors, etc.). 

5. INTEROPERABILITY 

If the electricity industry is to achieve the vision of 

integrated, coordinated transmission and distribution 

systems control, it will need to develop standards that allow 

agents in the network to communicate clearly and 

efficiently. In the computer and software industries, 

substantial progress has been made in this area through the 

design of open standards for storing and sharing 

information. Such ―Open Systems‖ are designed to avoid 

any proprietary interfaces and protocols, adhering instead to 

open standards. Several standards for data exchange among 

devices at the substation level and for SCADA applications 

have emerged in recent years. The following is a brief 

discussion of some of these. 

5.1. Standards for power system communications 

The growing number of intelligent electronic devices within 

substations and electric distribution and transmission 

systems has prompted several efforts aimed at developing 

open communications protocols for T&D equipment [15]. 

The IEC 61850 standard [16] defines a model for intra-

substation communications for both real-time and non real-

time communication and incorporates ideas developed 

within the Utility Communication Architecture (UCA, [17]) 

2.0 efforts. The IEC 60870-5 series defines a protocol for 

substation to control center communication and has specific 

extensions for use over wide-area networks. The Distributed 

Network Protocol (DNP, [18,19]) is another 

communications protocol for both intra-substation and 

substation to central/utility and is  based in part on the IEC 

60870-5 series. All of these standards were developed to 

unify the many protocols used by T&D and automation 

equipment venders. 

In addition to protocols for the exchange of data, agents 

need standards to ensure that the data itself is clearly 

defined. Most current data-description standards are based 

upon XML (extensible markup language) standards. One 

XML project for T&D data is based on the Common 

Information Model (CIM, [9]) through IEC Technical 

Committee 57. CIM allows abstracting and representing all 

major power system objects needed for power flow 

topology models, energy management systems, and data 

management systems, and is a continuation of EPRI’s 

Control Center API (CCAPI) efforts. Standards for 

distribution system data, within CIM, are still in progress. 
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Work is also being conducted to unify the IEC 61850 object 

models with those associated with CIM.  

Additional work is being done under the UCA International 

Users Group in the area of standards for automated metering 

and demand response. This users group has subgroups 

covering IEC 61850, CIM and OpenAMI. As more utilities 

start to implement advanced metering systems that 

incorporate customer demand response, monitoring and 

control can be exercised down to the specific customer 

level. Capabilities are being developed that would allow 

2-way communications all the way from the utility to the 

customer. This would include a link to the customer 

thermostat to allow control of thermostats. 

Outside of the power-systems arena, the Foundation for 

Intelligent Physical Agents (FIPA, [20]), an IEEE Computer 

Society Standards Organization, has established standards 

for both agent design and communications protocols. FIPA 

provides a general framework for agent communication 

languages (ACL). The work here will extend the vocabulary 

and ontology in the FIPA standards by building on concepts 

and terminology established by CIM. Once the ACL 

components have been defined, other agents with different 

design goals can be easily integrated into the resulting 

multi-agent system, facilitating interoperability through and 

open design.  

5.1.1. The limits of current technology and data-

exchange practices 

While the ideal communications system would allow peer-

to-peer communications between any two system 

components, in reality most utility communications systems 

only allow this communication to take place at the system 

―head-end‖ or central database. Most utilities have different 

communications systems for each type of automation 

(transmission SCADA, substation automation, distribution 

automation, load control, meter reading). Given current 

technology, if a smart agent needs data from more than one 

system, it would have to get it from the system’s central 

databases. This communication structure might limit the 

capabilities of agents that need to act quickly to using only 

data from within one communications system. 

Communications requiring more detailed data from other 

central databases would need to be obtained in a slower 

manner and used to establish local operation goals for the 

agents. 

5.2. Benefits of interoperability 

Interoperability, or the capability of different components of 

a circuit to work together effectively with little or no human 

interaction, is vital to the effective use of the grid [21]. 

Interoperability requires components to be connected to 

each other using both hardware and software. Once this 

connection is complete, components can interact with little 

to no human input.  

To be implemented, interoperability has three fields that 

need to be addressed: technical, informational, and 

organizational.  

Technical interoperability involves the physical and 

communicative connectivity between actual devices. The 

devices must have a common protocol in order to interface 

with each other regardless of component brand, 

manufacturer, etc. Informational interoperability pertains to 

the content and format for data or instructions. 

Organizational interoperability means that the businesses 

involved have compatible processes and procedures. All 

parties must address their business, economic, and legal 

relationships among themselves to ensure organizational 

interoperability works. These three elements are all required 

for an effective implementation of interoperability [22]. In 

other words, interoperability is achieved when users can 

easily exchange and use information among various devices 

from different providers.  

The GridWise Architecture Council (GWAC) provides a 

forum and framework that will help the electric utility 

industry achieve interoperability. GWAC’s mission is to 

establish broad industry consensus regarding the integration 

of advanced technology and communications into electric 

power operations in order to enhance our socio-economic 

well-being and security [23]. SCE DER’s participation on 

GWAC provides us direct input and exposure to this 

exciting area of industry advancement. 

SCE DER believes that many aspects of the GWAC vision 

are in direct alignment, not just with SCE DER’s interests 

and needs, but with SCE and wider industry interests. The 

following highlights particular areas of the GWAC vision 

that we embrace.  

GWAC’s vision is to integrate interoperability with 

distributed energy resources. GWAC works toward this 

vision by establishing a framework to help identify issues 

and create a context that can facilitate understanding and 

change among those involved in the electric system. GWAC 

also plans to establish a consensus building process and 

foster cross industry segment collaboration. In this sense, 

GWAC acts as the ―overseer‖ for the support and eventually 

the implementation of interoperability. 

GWAC focuses heavily on the transformation of the power 

industry. Such a transformation will result from widespread 

adoption and use of information technology (IT) which 

incorporates open architecture and standards. The scope of 

this transformation includes the integration of new 

distributed technologies such as demand response, 

distributed generation, and storage with existing grid 

technology to allow for a collaborative management of the 
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grid from power production to consumption by the ultimate 

customer.  

We support GWAC’s plan to establish a consensus building 

process and foster cross industry segment collaboration. In 

this sense, GWAC acts as the ―overseer‖ for the support and 

eventually the implementation of interoperability.  

Given all the technical promise from interoperability, it 

increases the need to address other non-technical critical 

factors such as benefit/cost, regulated criteria/constraints, 

and lack of market mechanisms to provide incentives for 

innovation. These factors remain open as challenges to be 

addressed, if the industry is to actually realize the technical 

potential illustrated in our paper. 

6. CONCLUSIONS 

Advances in information technology have the potential to 

facilitate substantial improvements in T&D real-time 

operations. It is increasingly possible for the components of 

the T&D system to solve very difficult problems in real 

time, without needing to consult centrally located control 

centers. An agent-based design for coordinated real-time 

T&D control could bridge the gap between simple devices, 

such as relays, that use only local information to make quick 

decisions, and operator-based controls that require a lot of 

information and act along longer time horizons. While the 

concepts and results described in this paper are far from 

complete, they hopefully provide some guidance for the 

industry as it develops plans for future real-time control 

methods. Before any of this technology can be 

implemented, the industry needs widely agreed upon 

standards for data and communications protocols—for 

interoperability. 
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