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THANK YOU FROM THE TEAM  

 
January 12, 2010 

Grid-Interop Participants and Interested Colleagues: 

On behalf of the GridWise® Architecture Council (GWAC) and the National Institute 
of Standards and Technology (NIST), we are pleased to offer a record of the third 

Grid-Interop forum in the following proceedings material.  It contains the 
compendium of papers produced for the event, as well as the panel session 
abstracts and links to the presentation slides. 

Since last year’s forum the community has been very busy working with NIST to 
define and implement the framework and roadmap for smart grid interoperability 

standards. We would like to thank all of you who participated in those efforts. At 
this meeting we entered a new phase of the work with the creation of the Smart 

Grid Interoperability Panel (SGIP), adoption of a charter for the SGIP, and election 
of the first governing board for the SGIP. Throughout the Grid-Interop meeting 
there were sessions during which the work of the SGIP took place, such as 

stakeholder meetings, priority action plan meetings and meetings on specific 
important topics including cyber security. 

Your continued participation in these activities is critical to the success of this 
national effort! We would like to thank you for taking the time to attend this 
important meeting and most especially to thank the planning and program 

committees and the presenters for the time and energy they have put into 
preparing the event. 

This meeting would not have been possible without the support of our sponsors. 
These organizations recognized the importance of interoperability in re-vitalizing 
our electric power systems and demonstrated this through their support of this 

event.  

 

 

 
  

George Arnold 

National Coordinator for Smart Grid 
Interoperability, NIST 

Ron Ambrosio 

GWAC Chair 

Ron Melton 

GWAC Administrator 
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GridWise Architecture Council

The GridWise Vision
GridWise® is a vision of how advanced communications, informa-
tion and controls technology can transform the nation’s energy 
system—from customer loads through central generation-into a 
collaborative network whose participants exchange decision—mak-
ing information as driven by market opportunities. The GridWise 
Architecture Council gathers a team of experts with diverse, rel-
evant industry backgrounds to articulate the guiding principles that 
constitute the architecture of a future, intelligent, transactive, energy 
system and see that GridWise evolutionary directions remain true 
to these principles. This team is assembled by the Department of 
Energy Office of Electricity Delivery and Energy Reliability in coop-
eration with key stakeholders in the GridWise vision.

Council Mission
The mission of the Architecture Council is to establish broad indus-
try consensus in support of the technical principles that enable the 
vast scale of interoperability necessary to transform electric power 
operations into a system that integrates markets and technology to 
enhance our socio-economic well-being and security.
The scope of the GridWise Architecture Council spans intelligent 
interactions across the component elements of the electric system, 
embracing distributed energy resources (end-use systems, distrib-
uted generation, and storage) with distribution, transmission, and 
bulk power generation.

Council Composition
The Architecture Council comprises recognized and respected 
practitioners and leaders with broad-based knowledge and exper-
tise in power systems, information technology, telecommunications, 
markets and financial systems, buildings, industrial controls, and 
additional related sectors. This group is supported by the US DOE
through Pacific Northwest National Laboratory.
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INTRODUCTION  

This third annual Grid-Interop 2009, sponsored by the GridWise® Architecture 
Council and National Institute of Standards and Technology, brought together nearly 

500 industry, government, and consumer stakeholders to discuss the development, 
enhancement and implementation of the 
interoperable Smart Grid for the U.S. electric 

power system.  

Grid-Interop continues to offer an opportunity to 

discuss new and innovative ways to improve 

smart grid interactions and to participate in 

actions that shape the future of interoperability 

and  to advance the Smart Grid Interoperability 

Roadmap from concept to reality.  

The Grid-Interop 2009  addressed the following essential topics:  

 Network with industry executives and experts who shared their smart grid expertise 

 Hear presentations of cutting edge work on 
interoperability  and smart grid topics 

 Participate in discussions between public and private 
partie regarding smart grid developments 

 Represent stakeholder groups as part of the NIST 
Smart grid Interoperability Panel (SGIP) 

 Engage in the public-private partnership to support the 
NIST’s EISA implementation activities 

 Get involved in defining the NIST Interoperability 
Framework. 

As part of NIST activities to facilitate the creation of interoperable Smart Grid 
standards, the Smart Grid Interoperability Panel (SGIP) was launched on Monday, 

November 16, 2009, with the membership’s ratification of the charter and by-laws. 
The SGIP will help NIST continue accelerated efforts to carry out responsibilities 

assigned to the agency by the Energy Independence and Security Act of 2007. The 
act calls on NIST to ―coordinate the development 
of a framework that includes protocols and model 

standards for information management to 
achieve interoperability of smart grid devices and 

systems.‖  

―The panel will ensure that the perspectives of 
the many diverse constituencies—from utility to 

consumer and from appliance manufacturer to 
wind or solar farm—are represented in decision-

making on standards needed to achieve the Smart Grid vision,‖ said George Arnold, 

 Agenda 

 Speakers’ Biographies 

 Technical Sessions 

 Technical Papers 
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National Coordinator for Smart Grid Interoperability NIST. ―It will provide an open, 
consensus-based process for stakeholder participation.‖ 

Call for Papers received a great response from the smart grid community. Accepted 
abstracts, all addressing ideas and proposals for interoperability advancement of the 

smart grid and implementation of the NIST's Interoperability Roadmap, were 
combined into four tracks – Connectivity, Information Interoperability, Business & 
Policy and On the Ground Experience, - each containing four sessions, and 

supplemented by other panels – Poster Session, DOE and EPRI,  to round out the 
topics for engagement with all the major stakeholders.   GridWise® Architecture 

Council recognized five technical papers and the Best Paper Awards were presented. 

Short descriptions of the discussions that took place during the technical sessions are 
provided in this document along with the links to the presentations made during the 

meeting and full technical papers (see Appendix C). There were 57 presentations 
given during the panel sessions and 39 full technical papers were developed.  
 
Every Grid-Interop event is fortunate to have several distinguished speakers, who 
give updates on smart grid activities at the federal level and the local real-world 

perspective; and challenge the audience as we move forward in implementing smart 
grid functionality and in developing related interoperability standards. Please refer to 

the following pages for the list of the plenary, lunch, and dinner speakers and an 
event summary. 
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PLENARY SPEAKERS 

Ron Ambrosio 

Chair  
GridWise Architecture Council 

George Arnold 
National Coordinator for Smart Grid Interoperability  
NIST 

Matt Futch 
Utilities Program Manager 

Colorado Governor's Energy Office 

Patrick Gallagher 
Director 

NIST 

Peter Kelly-Detwiler  

Vice President 
Constellation Energy Sustainable Energy Solutions  

Dr. Liao 

President and CEO  
Cable Television Laboratories, Inc. 

Rob Pratt 
GridWise Program Manager 
Pacific Northwest National Laboratory 
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STANDARDS DEVELOPMENT ORGANIZATIONS (SDOS) ROUNDTABLE 

Moderated by Steve Widergren, principal engineer at the Pacific Northwest National 

Laboratory (PNNL) and  the founding administrator of the GridWise Architecture 
Council, this panel of leaders from a representative group of Standards Development 

Organizations associated with smart grid related activities provided insights into the 
complex landscape of standards processes and coordination.  

There were four themes outlined for the rountable discussion:  

 Use of technical standards in legislative or regulatory policy  

 The standards development process, its speed, and ensuring adoption 

 The role of standards and testing implementations to advance interoperability 

 Harmonization of multiple standards competing in the same functional area 

The participants answered questions in relation to their organizations’ efforts 

addressing the above mentioned topics. Paths to achieve the objectives of speed, 
consensus, and careful coordination among overlapping interests seem incompatible, 

yet the spirit to accept this challenge is universally strong. 

 
 
Participants: 

 
Steve Widergren 
Moderator 
Principal Engineer, PNNL 

Rae MaQuade 
President 
NAESB 

Richard Schomberg 
IEC Smart Grid Chair 
EDF Group eu VP Innovation 

Laurent Liscia 
Executive Director 
OASIS 

Charley Robinson 
Manager,  
ISA 

Paul Molitor 
Director, Smart Grid 
NEMA 

 Russ Housley 
IETF 
Founder, Vigil Security, LLC 

Wanda Reder 

IEEE 

Vice President’ S&C Electric 

Ron Jarnagin 
ASHRAE 
Scientist,PNNL 
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SMART GRID INTEROPARABILITY PANEL (SGIP) 

This meeting introduced the Smart Grid Interoparability Panel (SGIP) and 

Governing Board (GB) to the attendees. Organized by NIST and its 

contractor Enernex, the SGIP is an open membership-based organization 

created to ensure further development of the standards for the Smart Grid 

to address gaps, harmonize standards, and incorporate evolving technology. 

After over a month of stakeholder feedback and adjustments to the charter, 

the SGIP organizational structure, membership, and by-laws were decribed 

and a ratification vote had been taken.  

The stakeholder group candidates nominated to the Governing Board had an 

opportunity to  introduce themselves to the SGIP membership and other 

attendees before stakeholder breakout. 

For each stakeholder category, candidates participated in a facilitated 

discussion in front of the stakeholder attendees. This session allowed each 

stakeholder group to meet, discuss important topics, and get to know their 

candidates before voting. Topics incuded:  

- Key business and technical challenges 

- Expectations and opportunities within the SGIP for each stakeholder group 

For each Priority Action Plan, working sessions were held to check the 

status, to determine additional assignments or identify resourses to assist 

with existing tasks. 

The Smart Grid will be a key to national efforts to further energy 

independence and curb greenhouse gas emissions, and NIST is carrying out 

its responsibilities with a sense of urgency. George Arnold, National 

Coordinator for Smart Grid Interoperability at the National Institute of 

Standards and Technology was a keynote speaker during SGIP  general 

meeting - Dr. George Arnold Presentation. He is leading the development of 

standards underpinning the nation’s Smart Grid.  

Please visit http://www.nist.gov/smartgrid/  for more information about 

NIST’s Smart Grid Interoperability Standards Project. 
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FOUNDATIONAL SESSION  

TRACK LEADER:  GEORGE ARNOLD, NIST 

The foundational session included 

three presentations laying the 

groundwork for Grid-Interop 2009. 

Leading off the session Dr. Tim 

Schoechle presented "Standards 101" 

- a talk designed to provide meeting 

attendees with a common 

understanding of the world of 

standards development. This talk 

addressed the lifecycle of standards 

development, the roles of various organizations and some of the potential 

pitfalls. 

Next, GWAC members Rik Drummond and Ken Wacks discussed 

interoperability and conformance. This included discussion of the manner in 

which one builds conformance requirements into an interoperability 

standard and then how one tests for conformance. This discussion also 

addressed the differences between conformance testing and interoperability 

testing and why the latter is critical to achieving interoperable solutions. 

Finally, GWAC Chairman Ron Ambrosio broadened the discussion with a 

presentation that considers the challenges of achieving smart grid 

interoperability beyond implementation of standards. 

Title Author Affiliation 

Standards 101 - The broad lifecycle 

of standards development - 

Presentation  

Tim Schoechle 

International Center 

for Standards 

Research 

Interoperability and Conformance- 

Presentation 

Rik Drummond Drummond Group 

Dr. Kenneth Wacks 
Home & Utility 

Systems 

Smart Grid Interoperability: Where 

Do We Go Next? - Presentation 
Ron Ambrosio 

IBM, T.J. Watson 

Research Center 
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BUSINESS AND POLICY  

TRACK LEADER:  DAN VIOLETTE, SUMMIT BLUE 

The Business and Policy Track examined smart grid technologies, functions 

and applications with a focus on two perspectives, - 1) how they impact 

business processes and regulatory policies, and 2) how business process 

development and changing regulatory policies would influence the 

development of smart grid applications.   

Interoperability is important for the development of needed business 

processes and for working with regulatory communities to define and 

establish appropriate polices to allow for the potential of smart grid to be 

fully realized. 

SMART GRID METHODOLOGIES  

There are various approaches or methodologies for using smart grid infrastructure to 
engage distributed energy resources.  In this session such methodologies were 
described and discussed. 

Title Presenter Affiliation 

Direct versus Facility Centric Load 

Control for Automated Demand 

Response- Presentation  

Ed Koch CTO Akuacom 

Standardization of a Hierarchical 

Transactive Control System - 

Presentation 

Don Hammerstrom 
Pacific Northwest 

National Laboratory 

Types of Smart Grid Projects - 

Presentation 
Oliver Pacific Spirea 

 

DEMAND RESPONSE BUSINESS AND POLICY 

Within the organized wholesale markets, demand response has become a very 

important part of the landscape. DR is implemented in various ways and time scales 
within these markets. In general, these DR resources are offered into the market as 
a single asset, and they are generally not large scale aggregations of small assets but 

larger individual commercial and industrial customers. That is not to say that there 
are not some aggregations of small customers but aggregated resources are the 

exception rather than the rule. 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 11

http://www.pointview.com/data/2009/11/32/pdf/Ed-Koch-4656.pdf
http://www.pointview.com/data/2009/11/32/pdf/Donald-Hammerstrom-4721.pdf
http://www.pointview.com/data/2009/11/32/pdf/Oliver-Pacific-5183.pdf


   
 

 

Smart grid offers the opportunity for smaller customers to be combined (aggregated) 
together to form a larger resource that an aggregator of retail customers (FERC calls 

such an entity an ARC) could offer into the wholesale market as if it were a single 
resource. In the eastern interconnection, demand resource participation in the 

wholesale markets has increase steadily over the last decade. 

This session examined several different aspects of this picture. Would the FERC order 
on ―Wholesale Competition in Regions with Organized Electric Markets‖ increase the 

participation of demand response in wholesale markets or would it dampen the 
enthusiasm that has been seen over the last decade? The pilot project involving the 

bidding of interruptions by individual small commercial customers into the regional 
wholesale operating reserve market was discussed. Finally, we tied this together by 
looking at the prospect of how the interoperability of smart grid and the deployment 

of advanced metering systems could create new opportunities for various customers 
to be demand responsive. Evolving business models and opportunities to support 

demand response, related services, and the value chain for demand response 
services and the drivers of such innovation were discussed. 

Title Presenter Affiliation 

Business and Policy- Presentation  Robert Burke ISO New England 

Open Automated Demand Response 
Communications in Demand 

Response for Wholesale Ancillary 
Services- Presentation 

Sila Kiliccote 
Lawrence Berkeley 

National Laboratory 

FERC Demand Response Policy 

Impacts- Presentation 
Jason R. Salmi Klotz BPA 

DEMAND SIDE CHALLENGES 

A number of different assets may be engaged on the demand side of the electric 
power system.  This session explored the challenges one faces in engaging 

responsive demand side assets ranging from the very specific such as electric 
vehicles to the more general. 

 

Title Presenter Affiliation 

PEVs: Grid Friend or Foe?- 

Presentation  
Chris Chen Sempra Utilities 

Smart Loads and Smart Grids 
Creating the Smart Grid Business 
Case- Presentation 

William Cox 
Cox Software 

Architects 
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Title Presenter Affiliation 

Use of Demand-Side Capabilities for 
Balancing Variable Generation: A 

System of Systems Interoperability 
Challenge- Presentation 

Ali Ipakchi 
OATI (Open Access 

Technologies, Inc.) 

BUSINESS MODELS 

Business models define the context for interoperability in the form of information that 

must be exchanged.  This session considered elements of business models ranging 
from aggregation of electric vehicle response to the use of real-time pricing signals. 

Title Presenter Affiliation 

Price Communication, Product 
Definition, and Service-Oriented 

Energy- Presentation  

William Cox 
Cox Software 

Architects 

An Assessment of Business Models 

for Demand Response- Presentation 
Chris Thomas Citizens Utility Board 
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CONNECTIVITY  

TRACK LEADER: TERRY OLIVER, BONNEVILLE POWER ADMINISTRATION 

This track focused on the lower levels of the GWAC Stack where the 

interoperability of basic connectivity is considered.  Cyber security and 

resiliency were included in this track due to the tight coupling between 

much of cyber security and basic connectivity. 

This track presented discussions on the broad areas of interoperability 

concerns such as data communications and communications technology.  

Finally, it considered the interoperability problems specifically associated 

with the connection to end users,- such as residential appliances. 

SMART GRID CYBER SECURITY & RESILIENCE 

Cyber security is a specific challenge we face in implementing smart grid technology.  
The potential for introducing new points of interconnection between the electric 
power system control functions and smart grid applications creates the possiblity of 

new points of attack and vulnerabilities.  On the other hand, smart grid technology 
also offers the possibilitiy of a more robust and resilent electric power system. 

This session included presentations regarding cyber security challenges and how to 
achieve smart grid benefits such as creation of a self-healing grid. 

Title Presenter Affiliation 

A Truly “Self-Healing” Distribution 
Grid Requires Technology AND 
Operational Change- Presentation  

Lawrence Gelbien: NSTAR 

Leveraging an Intelligent and 
Interoperable Communications 

Fabric to enable End-to-End Grid 
Security- Presentation 

Venkat Pothamsetty Cisco 

AMI Attack Methodology- 

Presentation 
Justin Searle InGuardians, Inc. 
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DATA COMMUNICATIONS TECHNOLOGY 

A number of different technologies are competing to provide data communications for 

smart grid implementations.  Each of these provides its own benefits and challenges 
for interoperability and performance. 

This session reviewed several of the competing approaches to providing interoperable 
smart grid data communications technology. 

Title Presenter Affiliation 

HV BPL Project Summary- 

Presentation  
Bruce Renz Renz Consulting, LLC 

The Case for Wi-Fi in the Home Area 

Network- Presentation 
David Friedman ZeroG Wireless 

Cable Telecommunications and the 

Smart Grid - Presentation 
Roy Perry 

Technology 

Integration 

COMMUNICATIONS INTEROPERABILITY 

This session focused specifically on communications interoperability issues.  It 

considered a variety of standards and approaches in order to  achieve 
communications interoperability. 

Title Presenter Affiliation 

Smart Grid Communications: 
QoS Stovepipes or QoS 
Interoperability? - Presentation  

Dave Bakken WSU 

Case Study Examples of 
Interoperable Ethernet  

Communications Within 
Distribution, Transmission, and 

Wide-Area Control Systems - 
Presentation 

Dave Dolezilek 

Schweitzer 

Engineering 

Laboratories, Inc. 

Benefits of IPv6 to the Smart Grid- 
Presentation 

Geoff  Mulligan  

 

IPSO Alliance / Chair 

6lowpan WG 
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END-USE INTEROPERABILITY 

Much of smart grid functionality is based on engaging responsive devices located in 

the electricity distribution system.  A large number of these devices is located in 
customer premises and is categorized as end-use devices. 

This session looked at interoperability challenges for end-use devices such as 
residential appliances.  Different approaches to establishing interoperability with end-
uses were discussed. 

Title Presenter Affiliation 

PinBus Interface for Interoperable, 
Grid- Responsive Devices - 

Presentation  

Donald 
Hammerstrom 

Pacific Northwest 

National Laboratory 

Dynamic Demand. A Smart Grid 
Technology- Presentation 

Andrew Howe  

 
RLtec 

A Direct Load Management Scheme 
to Control Appliances and EVs 
While Considering End Users 

Comfort- Presentation 

Junji Kondoh  

National Institute of 
Advanced Industrial 

Science and 

Technology (AIST) 
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INFORMATION INTEROPERABILITY  

TRACK LEADER: ERIC SIMMON, NIST 

This track was primarily focused on the middle layers of the GWAC Stack - 

syntactic and semantic interoperability. 

The sessions range from presentations and discussions of specific standards 

addressing information interoperability to forward looking topics such as the 

use of new internet technologies - cloud computing technology to provide 

interoperable smart grid implementations. 

STANDARDS 

The Smart Grid transforms the current grid to one that functions more ooperatively, 
responsively and organically. Well defined interfaces enable interoperability among 

the grid components.  This session examines standards that support interoperability.   
 
The standards that were discussed included: 

     -    A gateway between a utility network and a home network 
     -    Interoperability among products from different companies 

     -    A Common Semantic Model for smart grid elements 
     -    Interfaces for metering functions based on Multispeak and the Common 

Information Model (CIM) 
     -    Interoperability between standards for substation automation and the 
Common Information Model 

Title Presenter Affiliation 

Standards Harmonization Through 

Semantics Unification- Presentation  

Fran Clark 

Joe Zhou 

Arpeggio Technology, 

LLC 

Xtensible Solutions 

A Proposed Service Mapping 

Between the MultiSpeak® 
Specification and IEC 61968-9 - 

Presentation 

Gary McNaughton 
Cornice Engineering, 

Inc. 

EPRI CIM and 61850 Harmonization 

2009 Project Report- Presentation 

Terry Saxton 

 
Xtensible Solutions 

Energy management home gateway 
and interoperability standards- 

Presentation 

Timothy 
Schoechle 

 

International Center for 

Standards Research 
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INTERSYSTEM INTEROPERABILITY 

This session looked at various aspects of the interoperability between systems, 

including the significant interfaces that enable smart grid to work.  Viewpoints from 
both a domestic U.S. standpoint as well international standpoint were presented. 

Title Presenter Affiliation 

Architecturally Significant Interfaces 
of the Smart Grid - Presentation  

Toby Considine TC6 

The Facility Interface to the Grid - 
Presentation 

David Holmberg NIST 

The Lego® Grid - Presentation Doug Houseman Enernex 

Standardization strategy of energy 
efficiency network for small-medium 

buildings - Presentation 

Junichi Takeuchi IBM Japan 

SEMANTIC MODELS 

Communicating information successfully requires that all parties involved have a 
common understanding of the meaning associated with the data transferred. This 

common understanding can be achieved through the use of semantic models which 
describe knowledge through the definition of concepts and relationships. These 
models help define the data, the context of the data and the relationships between 

the data.  

This session explored how semantic models and ontologies can be applied toward the 

enhancement of SmartGrid interoperability. 

Title Presenter Affiliation 

The Semantically Enabled Smart 

Grid- Presentation  
Andrew Crapo GE Global Research, 

Instrumentation of Semantic Models- 
Presentation 

Stipe Fustar Power Grid 360 

A Model Driven Approach to 
Semantic Integration- Presentation 

Evan Wallace NIST 

 

LEVERAGING THE INTERNET 

Smart grids are where the internet of things meets the internet of people and 
business. Will we leverage the existing internet or rediscover how to make generative 

systems? Will power and energy become distributed just as internet functions move 
up into cloud data centers? Will smart energy be an emergent behavior of millions of 
autonomous systems, or will it be stifled by insecurity and machine spam? 
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This session brought three strong perspectives of how the internet of today informs 
and entwines with smart energy, and how both can advance together. 

Title Author Affiliation 

Web services for integration of Smart 

Houses in the Smart Grid- Presentation  

Cor Warmer 

 

Energy research 

Centre of the 

Netherlands 

The Evolution of the Internet Community 

and the “Yet-to-evolve” Smart Grid 
Community: Parallels and Lessons-to-be-

learned- Presentation 

Charles McParland 

 

Lawrence 

Berkeley National 

Laboratory 

Smart Loads and Smart Grids. Creating 

the Smart Grid Business Case- 
Presentation 

Toby Considine 

 
TC9 

Interoperable Cloud Networking for a 

Smarter Grid- Presentation 

Dave Hardin 

 
Invensys 
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ON THE GROUND EXPERIENCE  

TRACK LEADER:  TERRY MOHN, BALANCE ENERGY 

Through the infusion of federal funds and a year of accelerated stakeholder 

engagement, energy companies are poised to invest significant capital to 

modernize their grid infrastructure. This new investment isn’t focused on 

poles and wires, but something quite profound, -  that of information 

technologies in many forms. Investments in the Smart Grid provide a focus 

of new and potentially groundbreaking opportunities for businesses and 

consumers. Implementing assets that support interoperability of 

technologies across the various elements of the electric grid is an essential 

aspect of renewing our economy, and just as importantly, critical to the 

Smart Grid. Utilities, private businesses, and consumers all have a 

significant economic stake in the creation, development, and 

implementation of the Smart Grid and the intrinsic interoperability. These 

stakeholders have a major role in shaping the market, business, and policy 

decisions that will help formulate, realize, and promote benefits for 

everyone.  

This track focused on interoperability techniques that extol the value of this 

coming wave of capital investments that this industry has never before seen 

in such a short amount of time. 

INTEROPERABILTY IN DISTRIBUTION 

The issues and directions emerging from adoption of smart grid will impact energy 
companies in a multitude of ways. In addition to tackling new technical and 

operational concerns, there is a growing need to ensure distributed operations are 
adequately automated to make decisions faster than human mind can control. These 
complex systems aren’t built in isolation, but rather in harmony with other mission-

critical systems. A variety of smart grid related systems include distribution 
automation systems, distribution management systems, and Microgrids integrating 

distributed energy resources. 

This panel session presented examples of specific challenges facing today’s energy 
companies, and how interoperability could actually enhance, as well as reduce costs, 

of distribution automation. 

Title Author Affiliation 

Construction of a Microgrid for an Industrial 

Park - Presentation  

Patrick J. 

Kennedy 
 

OSIsoft 
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Title Author Affiliation 

The Cell Controller Pilot Project: 
Testing a Smart Distribution Grid in 

Denmark- Presentation 

Holger Kley 
 

Spirea, Inc. 

Information Understanding and 
Interoperability For The Modern Power Grid 

- Presentation 

Ray Piasecki 

 
Balance Energy 

ENHANCING INTEROPERABILITY 

A wide variety of standards and associated stakeholders are involved in advancing 
smart grid interoperability. Additionally, federal and state legislatures are moving 
forward to develop policies that encourage adoption of standards. Embedded in these 

plans are statements that can help or hinder interoperation. Many times it’s not a 
question of ―what‖ we are trying to accomplish, but actually ―how‖ it’s done.  The 

foundation of interoperability is based upon the unambiguous agreement of 
stakeholders that are involved in an implementation.  In addition, products can be 
built and deployed with greater ease of integration and maintenance when the 

implementers understand ―why‖ they are engaged in the process. 

This session included presentations on characteristics that enhance the deployment 

of interoperability and the efforts to coordinate the development of it. 

Title Author Affiliation 

A Smart Grid Interoperability Maturity 

Model Rating System- Presentation  

James Mater 

 

QualityLogic, 

Inc 

Integration Architecture Roadmap: 
 From Accidental Architecture to Smart Grid 
Architecture - Presentation 

Tony Giroti 

 

BRIDGE Energy 

Group, Inc. 

The Interoperability and Conformance 

Correctness Theorem- Presentation  

Rik Drummond 

 

Drummond 

Group Inc 

 

EPRI SMART GRID DEMO PROJECT 

This is the first of two panel sessions that provided an update on EPRI and DOE large 

scale smart grid demonstration projects.  This session focusd on projects that are 
part of the EPRI Smart Grid Demonstration effort.  The projects involve various 
elements of smart grid technologies, communication infrastructure, business cases, 

use cases and ―lessons learned on the wires‖ that ultimately will affect an intelligent 
basis – achieving a robust interoperable North American smart grid. 

Attendees had the opportunity to gain an awareness of how the demonstration 
projects advance industry practices related to integration and interoperability.  
Presentations included lessons learned to date as well as discussion of long-term 

goals associated with architecture designs to minimize the risk of technology 
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obsolescence, cost benefit analysis, CO2 impact analysis, customer behavior and 
societal benefits. The presenters also shared insights on a variety of topics, as 

applicable to their project, such as the following: 

•Supporting achievement of interoperable communication, energy resource and 

demand response standards and best practices,  

•Enhancing reliability, security, and resiliency in critical infrastructure protection,  

•Increasing asset utilization through integration of distributed systems and customer 

loads to reduce peak load and thus price volatility,  

•Improving system efficiency with on-site, distributed generation and improved 

economic efficiency through demand-side management,  

•Reducing carbon emissions and other pollutants through increased use of 
renewables and clean DG, and 

•Supporting and enabling plug-in electric vehicle (PHEV) operations with the grid.  
 

EPRI Spart Grid Demo Project 

Title Author Affiliation 

Industry Smart Grid Demonstrations 

Coordinated Research with EPRI - 
Presentation  

Matt Wakefield 
 

EPRI 

High-Penetration PV thru Grid Automation 
& Demand Response - Presentation 

Jon Hawkins 
 

Public Service 
Company of New 

Mexico (PNM) 

FirstEnergy / Jersey Central Power & Light 
Integrated Distributed Energy Resources 
(IDER) - Presentation  

Joe Waligorski 

 
FirstEnergy 

EDF Smart Grid Demonstration Project. 

 PREMIO: (Production Répartie, Enr et 
MDE, Intégrées et Optimisées) - 

Presentation  

Xavier Mamo 
 

EDF 

International 
North America 

American Electric Power (AEP).  
Virtual Power Plant Simulator (VPPS) - 
Presentation  

Tom Jones 

 
AEP 
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DOE RDSI Projects 

Title Author Affiliation 

SDG&E’s Microgrid Projects - Presentation  
Tom Bialek 

 

San Diego Gas & 

Electric Co.  

A Smart Grid Can Count and Make Change - 
Presentation 

Bernie Neenan 
 

EPRI 

Fort Collins RDSI Demonstration Project 
“FortZED” - Presentation  

Jeff Harrell 
 

Spirae 

Dramatic Residential Demand Reduction  

in the Desert Southwest - Presentation 
Yahia Baghzouz 

 

University of 

Nevada 
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POSTER SESSION  

This year, a new element was 

introduced at the Grid-Interop 

2009 Forum - an electronic poster 

session.   

This session included presentations 

that covered a variety of smart grid 

interoperability topics.  Presenters 

were available for one-on-one and 

small group discussions of their 

presentation material.   

 

Title Presenter Affiliation 

Advancing Smart Grid 
Interoperability and Implementing 
NIST’s Roadmap: IEEE P2030 

Initiative and IEEE 1547 
Interconnection Standards -

Presentation 

Thomas Basso NREL 

A Generic Approach for Compliance 

Assessment of Interoperability 
Artifacts- Presentation 

Stipe Fustar Power Grid 360 

Fostering Tools and Test Equipment 

for Smart Grid Interoperability-
Presentation 

Rick Denker Packet Plus, Inc 

Urban Grid Monitoring and 
Distributed Resource Integration-

Presentation 

Erick Gilbert Summit Blue Consulting 

Case Study: Developing a 
Smart Grid Roadmap for a 
Regional Power Company-

Presentation 

Erick Gilbert Summit Blue Consulting 

Using Large Numbers of Small Loads 
for Spinning Reserve-Presentation 

John Kueck ORNL 

A Predictive Defense Model for 
the Smart Grid -Presentation Ning Lu 

Pacific Northwest 

National Laboratory 

 Spectrum Management for 
Microgrids-Presentation 

Ralph Martinez Balance Energy 
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Title Presenter Affiliation 

Current Practice and the Prospect of 
the Distribution Automation System 

in Korea-Presentation 

Moonjong Jang KEPCO 

Delivering Interoperability Between 
Smart Meters and Consumer 

Products-Presentation 

Jon Rappaport U-SNAP Alliance 
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GRID-INTEROP 2009  EVENT SUMMARY  

Steve Widergren 
Principal Engineer, PNNL 

From power to communications to consumer electronics, the objective to bring the 
right organizations together in the transformation of how we use and manage 
electricity is really happening!  To hear concern for the reliability and security of a 

multi-purpose networks to coordinate energy information with consumers countered 
with new perspectives such as adding a cell phone interface as contingency backup 

was refreshing. 

The Foundation session was a great success revealing the complex nature of the 
standards making process and interoperability. In breakout sessions and group 

conversations, the main focus was on addressing the complex issues of integrating 
millions of devices and systems into our electric grid. 

With acknowledgement of the basic issue, interest from a diverse set of stakeholders 
in addressing the challenges, and an organization and structure of SGIP now formed 
and supported by the Federal government, a new chapter in advancing the 

integration of devices and system to enable smart grid capabilities is officially 
underway. 
 

SGIP GOVERNING BOARD ELECTION RESULTS  

During Grid-Interop, candidates for the governing board of the panel discussed their 

qualifications and voting took place. Members in 17 of the 22 SGIP stakeholder 
categories elected a representative to the 

governing board. Because of a tie, a run-
off election will be held for the board seat 
in the stakeholder category representing 

―standards and specification development 
organizations.‖ There were no candidates 

in several categories, and they will be 
filled at a later date. In addition, the 
entire membership voted on three at-

large board members. The SGIP will 
identify, prioritize and address new and 

emerging requirements for Smart Grid 
standards. 

 To learn more, please visit 
http://www.nist.gov/public_affairs/releases/smartgrid_111909.html 
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CLOSING COMMENTS & RECOGNITION 

During the closing comments GridWise® Architecture Council chairman Ron Ambrosio 
and Administrator Ron Melton thanked all those involved in the workshop – Planning 

and Program committees and those who developed abstracts, papers, and 
presentations.   

One paper from each track was recognized and Best Paper Awards were announced 
as follows: 

 

 

 

 

 

 

 

 

 

 

 

 

 
 
 
 

“Business and Policy”:  

- DON HAMMERSTROM for the paper  
“Standardization of a Hierarchical 

Transactive Control System” 

 

 

“On the Ground Experience”:  

-  JAMES MATER for the paper “A Smart 
Grid Interoperability Maturity Rating 

System” 

 “Poster Session”:  

- RICK DENKER for the paper “Fostering 
Tools and Test Equipment for Smart 
Grid Interoperability” 

 

 

“Connectivity”:  

- DAVE BAKKEN for the paper “Smart 
Grid Communications: QoS Stovepipes 

or QoS Interoperability?” 

“Information Interoperability”:  

- DAVE HARDIN for the paper 
―Interoperable Cloud Networking for a 

Smarter Grid‖ 

 

 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 27

http://www.gridwiseac.org/pdfs/forum_papers09/don-business.pdf
http://www.gridwiseac.org/pdfs/forum_papers09/don-business.pdf
http://www.gridwiseac.org/pdfs/forum_papers09/mater.pdf
http://www.gridwiseac.org/pdfs/forum_papers09/mater.pdf
http://www.gridwiseac.org/pdfs/forum_papers09/mater.pdf
http://www.gridwiseac.org/pdfs/forum_papers09/denker.pdf
http://www.gridwiseac.org/pdfs/forum_papers09/denker.pdf
http://www.gridwiseac.org/pdfs/forum_papers09/denker.pdf
http://www.gridwiseac.org/pdfs/forum_papers09/bakken.pdf
http://www.gridwiseac.org/pdfs/forum_papers09/bakken.pdf
http://www.gridwiseac.org/pdfs/forum_papers09/bakken.pdf
http://www.gridwiseac.org/pdfs/forum_papers09/hardin.pdf
http://www.gridwiseac.org/pdfs/forum_papers09/hardin.pdf


   
 

 

REFERENCE MATERIAL  

The GridWise Architecture Council Framework St 
 

 
 
Important Links 

Grid-Interop 
http://www.grid-interop.com/2009/ 
 
GridWise Architecture Council 
http://www.gridwiseac.org/ 
 
National Institute of Standards and Technology 
http://www.nist.gov/smartgrid/ 
 
Pacific Northwest National Laboratory/Energy and Environment Directorate: 
http://energyenvironment.pnl.gov/ 
 
US DOE Office of Energy Efficiency and Renewable Energy (EERE)  
http://www.eere.energy.gov/ 
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APPENDIX A  -  AGENDA  

Monday, November 17, 2010  

12:00 SGIP General Meeting 

  
Tuesday, November 18, 2009  

TRACKS Connectivity 
Information 

Interoperability 
Business & Policy  

On the Ground 

Experience  

7:00 Registration & Continental Breakfast 

8:30 Openning Comments 

SDO Roundtable  

10:00 Break 

10:30 Foundational Session 

12:00 Lunch 

1:30 Smart Grid 

Cyber Security & 

Resilience 

Standards 
Smart Grid 

Methodologies 

Interoperability 

in Distribution 

Automation 

3:00 Break 

3:30 SGIP Stakeholder Breakouts 

14:45 Engagement Activity - Poster Session 
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Wednesday, November 19, 2009  

 Connectivity 
Information 

Interoperability 
Business & Policy  

On the Ground 

Experience  

7:30 Registration & Continental Breakfast 

8:15 Wednesday Opening Remarks 

8:30 Data 

Communications 

Technology 

Intersystem 

Interoperability 

Demand Response 

Business and Policy 

EPRI Smart Grid 

Demo Project 

10:00 Break  

10:30 Communications 

Interoperability 

Semantic 

Models 

Demand Side 

Challenges 

DOE RDSI 

Projects 

12:00 Lunch  

1:45 Priority Action Plans (PAP) Workshop 

 
 
Thursday, November 19, 2009  

TRACKS Connectivity 
Information 

Interoperability 
Business & Policy  

On the Ground 

Experience  

7:30 Registration & Continental Breakfast 

8:15 Thursday Opening Remarks 

8:30 End-Use 

Interoperability 

Leveraging the 

Internet 
Business Models 

Enhancing 

Interoperability 

10:00 Break  

10:30 
SGIP: Cyber 

Security 

SGIP: Release 

1.0 of Standards 

SGIP: Conceptual 

Model 

SGIP: 

Interoperability 

Conformance 

12:00 Lunch  

1:45 Grid-Interop Event Summary 

SGIP Governing Board Election Results 

Closing Comments & Recognition 
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APPENDIX B:  PAPERS  

Business & Policy Track 

 Smart Grid Methologies 

 

Don Hammerstrom, Terry Oliver, Ron Melton, Ron Ambrosio - 
Standardization of a Hierarchical Transactive Control System 

 

x 

Ed Koch, Mary Ann Piette  - Direct versus Facility Centric Load Control 
for Automated Demand Response  

 

x 

 Demand Response Business & Policy 
 

Sila Kiliccote,  Mary Ann Piette, Girish Ghatikar et al.- Open Automated 

Demand Response Communications in Demand Response for 
Wholesale Ancillary Services 

 

x 

Jason R. Salmi Klotz -  FERC Policy on Demand Response and Order 

719 

 
X 

 Demand Side Challenges 
 

Toby Considine, William T. Cox - Smart Loads and Smart Grids—
Creating the Smart Grid Business Case 

 
x 

 Business Models 
 

William T. Cox, Toby Considine - Price Communication, Product 

Definition, and Service-Oriented Energy 

 
x 

Eric Hsieh - Old Money Lessons for the New Grid  x 

Chris Thomas, Jinho Kim, Ph.D., Anthony Star, et al. -  An Assessment 
of Business Models for Demand Response 

 
x 

Connectivity Track  

 Smart Grid Cyber Security & Resilience 

 

Erik Gilbert, Lawrence Gelbien, Brad Rogers - A Truly ―Self-Healing‖ 
Distribution Grid Requires Technology AND Operational Change 

 
x 
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Abstract 

The authors describe work they have conducted toward the 
generalization and standardization of the transactive control 
approach that was first demonstrated in the Olympic 
Peninsula Project for the management of a transmission 
constraint. The newly generalized approach addresses 
several potential shortfalls of the prior approach: First, the 
authors have formalized a hierarchical node structure which 
defines the nodes and the functional signal pathways 
between these nodes. Second, by fully generalizing the 
inputs, outputs, and functional responsibilities of each node, 
the authors make the approach available to a much wider set 
of responsive assets and operational objectives. Third, the 
new, generalized approach defines transactive signals that 
include the predicted day-ahead future. This predictive 
feature allows the market-like bids and offers to be resolved 
iteratively over time, thus allowing the behaviors of 
responsive assets to be called upon both for the present and 
as future dispatch decisions are being made. From the 
resources’ perspective, the predictions allow the responsive 
resources to anticipate and therefore proactively participate 
in coming peak events, at times taking energy at the current 
cheaper price on the bet that a future higher price may be 
avoided.  

1. BACKGROUND 
In transactive control, responsive demand assets bid into 
and become controlled by a single, shared, price-like value 
signal, which may be, in turn, influenced by many local and 
regional operational objectives of the electric power grid. 
The approach was first demonstrated for the control of a 
transmission constraint during the Olympic Peninsula 
GridWise Project that was funded by the U.S. Department 
of Energy from 2004 - 2007 [Hammerstrom 2008].  

The Olympic Peninsula Project’s responsive assets included 
residential thermostats, residential water heaters, residential 
clothes dryers, commercial HVAC systems, distributed 
diesel generators, a gas turbine, and municipal water pumps. 
Algorithms were formulated to automatically generate bids 

and offers from these responsive demand assets based on 
user preferences and the degree to which the assets’ 
processes (e.g., room temperature or water level) had been 
satisfied. Commercially available home energy management 
system components and additional engineered solutions 
communicated and acted upon the value signals and bids. 
Ultimately, the project’s long-haul communications were 
facilitated via the Internet to the project’s control center at 
Pacific Northwest National Laboratory. Coordination of the 
diverse system components was engineered with IBM using 
their Internet Scale Control System (iCS), a WebSphere™ 
based middleware software. 

In the Olympic Peninsula GridWise Project, a transmission 
constraint was imposed on a set of homes and businesses 
participating in the project, and power supplied by a virtual 
transmission line was successfully limited to this imposed 
constraint for over a year. The transactive control approach 
proved viable and exhibited many useful attributes. For 
example, the approach demonstrated the practical value of a 
high degree of automation, by which the responsive assets 
were called upon only when and to the degree their 
responses were needed, and this automation resulted in 
successful operation of multiple complex assets to meet a 
severe artificial, but probable, constraint. Unexpectedly, 
because thermostats were configured to track current and 
future relative price, thermostats behaved quite 
opportunistically, taking advantage of low-cost 
opportunities to pre-heat or pre-cool living spaces without 
requiring any explicit algorithm be applied for that purpose. 
Customers therefore experienced relatively little discomfort 
because they were able to select, within some degrees of 
freedom, how much comfort they were willing to forego in 
exchange for incentive (price-like values) benefits. 

The remainder of this paper suggests improvements to the 
transactive control approach. The approach has been 
generalized and formalized to make it practicable for any set 
of demand assets and many grid objectives. This generalized 
formulation of transactive control is a worthy foundation for 
standardizing the practice of real-time price control. 
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2. IMPORTANT TENETS OF TRANSACTIVE 
CONTROL 

Some consistent tenets have driven the evolution of the 
transactive control approach: 

 Communicate value—communicate the value of the 
power grid’s control benefits via a single value signal at 
each location. The value signal is not necessarily the 
monetary energy price that is to be used for revenue and 
billing purposes. The use of a single value signal forces 
all benefits and costs to be weighed fairly, in advance, 
and openly using a common currency, and enables 
machine response without active daily or real-time 
occupant action. 

 Dynamic signals—demand responds to fluctuations in 
the value signal and thereby helps moderate the value 
signal. Valuable grid objectives (e.g., fast frequency 
regulation) may be achieved if time intervals are short 
enough to respond to such intervals. 

 Facilitate interoperability—allow multiple 
communication media, protocols, and vendors to 
coexist and compete 

 Multitask—each responsive asset should respond to any 
operational objectives that it is able to help accomplish. 
Multiple grid objectives simultaneously influence the 
value signal. 

 Respond 24/7—the control of demand assets can be put 
to valuable use continuously, not simply for the few 
critical stressed periods of each year 

 User-friendly—if many responsive demand assets 
participate, valuable responses may be had with little or 
no inconvenience to customers. Individual customers 
should always have the right to temporarily override 
asset responses. 

 Distributed control—specific control decisions are best 
made nearby and by the controlled assets.  

 Aggregators are not required—aggregators are not 
necessarily required if specific responses are decoupled 
from the communication of a value signal, as is 
advocated within transactive control. 

 Low bandwidth—the use of distributed control and the 
reduction of communication to a single value signal 
serve to reduce overall communication bandwidth. 

3. CONTROL OF DEMAND ASSETS 
The tenets stated above have important implications for the 
design of responsive demand and distributed resource 
assets. Presently, demand-response assets are uniquely 
engineered for specific types of utility programs. In 
transactive control, many and multiple responsive assets are 
encouraged and need not be programmatically placed. A 

responsive asset does not even need to know exactly which 
objective(s) it is helping to accomplish at any given time. If 
customer incentives are adequate, populations of responsive 
assets will grow. The means by which the assets are to 
respond should be engineered by manufacturers of the assets 
(or by home energy management system manufacturers) and 
may further be influenced by how customers configure these 
assets to respond. 

Perhaps the most important requirement placed upon 
responsive assets is that each responsive asset should reveal 
its need for or willingness to provide energy. In the prior 
Olympic Peninsula Project, each asset’s bid was an explicit, 
monetary bid, but any feedback concerning how a device 
would favor or avoid a given price (i.e., the value signal) is 
useable. The intelligence of the device can be resident in the 
device, within a buildings energy manager, or even more 
centrally.  

4. IMPORTANT GRID OPERATIONAL 
OBJECTIVES 

The reformulation of transactive control has been influenced 
by the operational objectives and benefits that we value 
most for our power grids. Among the most important are 

 Facilitate renewable resources—challenging renewable 
portfolio standards will require that impressively large 
amounts of wind and solar resources be accommodated. 
These resources are imperfectly predictable and have 
dynamic attributes that necessitate equally dynamic 
control of supply, demand, and perhaps storage. The 
consumption of renewable resources can be facilitated 
if, for example, wind energy is discounted when and 
near where it is generated. 

 Mitigate operational constraints—utilities operate 
closer to their operational margins. Locations 
throughout the grid should have means to dissuade the 
consumption of power delivered through that location if 
served power threatens to damage or shorten the useful 
life of equipment. In the Olympic Peninsula Project, the 
value signal was permitted to rise when the 
transmission constraint was exceeded, and the higher 
value signal persuaded demand assets to either use less 
power from, or provide distributed generation to, the 
feeder circuit. 

 Flatten load—system efficiency improves and less 
infrastructure and fewer peaking generators are needed 
when load is moved off peak. Customers would choose 
to defer responsive loads off peak periods if the costs of 
supplying such premium power were made transparent 
to these customers.  
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5. NEWLY RECOMMENDED ATTRIBUTES FOR 
TRANSACTIVE CONTROL 

The following several improvements should be 
implemented to increase the applicability of the transactive 
control approach and to make the approach more amenable 
to standardization: 

1. Enforce a hierarchical communication structure 

2. Create an initialization and maturation plan 

3. Formalize generalized transactive inputs, outputs, and 
behaviors 

4. Require a forecast time horizon. 

6. HIERARCHICAL STRUCTURE ENFORCED 
Communication and control within a smart grid should be 
aligned well with the flow of electrical power. Define a 
node as a physical point anywhere in the electric power grid 
where demand may be aggregated and predicted. We 
propose a contiguous hierarchy of nodes from end uses 
through generation. Demand capacity is to be aggregated 
through the hierarchy from end uses toward generation (the 
upstream direction); a value signal is to be propagated from 
generation toward end uses (downstream) through the 
hierarchy. It will be shown that it is the interplay between 
the demand capacity and value signals that defines 
transactive control. Control approaches that ignore or jump 
over points within the hierarchy violate this ideal and will 
not correctly address local control objectives at nodes.  

A great example of such a violation addresses our zeal to 
electrify our transportation infrastructure and charge the 
batteries of electric vehicles at our homes. Unfortunately, 
the pole top distribution transformers that serve several 
residences were not often sized to simultaneously provide 
power to multiple vehicle battery chargers. Therefore, 
unless we specifically include the pole top transformers as 
nodes in our control hierarchy, the transformers will be 
unable to help manage the power they provide and thereby 
protect themselves. 

Figure 1 demonstrates the principle of the proposed 
hierarchical structure. In this figure, the value signals flow 
downstream toward the left (labeled “operational 
objectives”), and the corresponding demand capacity signal 
flows upstream toward the right (labeled “status and 
opportunities”). Figure 1 does not at all suggest that 
responsive assets and the formulation of value signals occur 
only at the extreme upstream and downstream locations. 
Indeed, just as every node can interject the value of meeting 
its own operational objectives, responsive assets can reside 
quite far upstream and even in transmission in the forms of 
flow control devices, resource dispatch practices, and 
voltage control devices. 

 
Figure 1. Representation of Proposed Hierarchy [2] 

7. INITIALIZATION AND MATURATION PLAN 
The hierarchical, transactive control approach varies greatly 
from the present deterministic way in which the grid is 
managed. Therefore, a transition plan is suggested that will 
first introduce hierarchical, transactive control into regions, 
then will provide ways for the approach to mature and 
expand.  

Initially, a transactive node, or a pair of transactive nodes, is 
to be assigned at the intersection between the region’s 
transmission system and each utility distribution site 
(Fig. 2). These initial nodes become an anchor of the 
hierarchical system from which the hierarchical structure 
can later become expanded. Initially, some objectives will 
be imperfectly addressed at the initial nodes. With an 
incomplete hierarchical node system, neither regional nor 
local objectives can be accurately connected to resource 
availability and upstream constraints. 

This initial node pair is of interest only to the degree that it 
will provide for control of assets at that node or downstream 
of the node. The hierarchical structure is allowed to be 
temporarily relaxed during this initial stage, allowing some 
downstream assets to be controlled at these initial nodes and 
jumping over some passive nodes that will not fulfill their 
responsibilities to aggregate demand and modify the value 
signal. 

Once this initial installation has been completed and tested, 
the hierarchical, transactive system of nodes should expand 
and mature. The hierarchy may expand as adjacent nodes, 
both upstream and downstream from the initial node, 
become transactive nodes. Control matures also as 
transactions at the existing nodes are made richer and more 
accurate. Ideally, the transactive control system will 
encourage participation by more and additional types of 
responsive assets over time. 
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The maturation plan thus facilitates the introduction of 
hierarchical, transactive control throughout a region and 
provides for the evolution of that system into a complete, 
rich transactive system. This plan necessarily makes 
compromises during the initial installations. A side-by-side 
comparison of the initial compromised conditions and ideal 
final behaviors at nodes has been summarized in Table 1 
below, which includes additional maturation indices beyond 
those that can be addressed here. 

N N-4 N N-3N N-5 N N-2 N N-1

N N-1 N N

...

...

...

...
Other 

Upstream 
Nodes

Other 
Downstream 

Nodes

Other 
Downstream 

Nodes

Other 
Downstream 

Nodes

N N

Utility 
Distribution 
Substation

Transmission 
Substation

Initial node pair at which transactive control 
is initiated

Initial node having a responsive 
asset

Passive nodes having no responsive assets , 
no price transactions

Utility Asset 
Location

Utility Asset 
Locations  

Figure 2. Initial Nodes Anchor the Formation of a Complete 
Hierarchy 

8. STANDARD NODE DEFINITION 
A generalized formulation of transactive control includes 
definition of the inputs, outputs, and functional 
responsibilities of any node. During this discussion, refer to 
the simplified functional block diagram of a node’s 
responsibilities in Fig. 3. 

The generalized definition of a node includes only two 
necessary communication pathways. A value signal is 
communicated downstream through the node, and the 
demand (or capacity) signal is communicated upstream. 
Other diverse communication and control signals might be 
used at a node, but these additional signals are only locally 
relevant and are not part of the transactive control system. 

 
Figure 3. Simplified Functional Block Diagram of a Node 

Table 1. Comparison of Initial Compromise and Final 
Implementations of Hierarchical Transactive Control 

 Initial 

H
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hy
 

Improved / Final 

Incomplete, anchored 
by several initial nodes 

Transactive behaviors 
migrate upstream and 

downstream 
Eventual complete 

hierarchy 

B
en
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Small set of grid 
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extensive hierarchy by 
transactive control 
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Grid objectives 
addressed crudely 

Grid objectives 
configuration and location 

dependent 

N
od
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 Many passive nodes 

that control no 
responsive assets 

Nodes become more active 
and transactive 

C
on

tro
l Many responsive assets 

controlled centrally or 
by upstream assets 

Control becomes more and 
fully distributed 

In
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s Crude intervals of 15 
minutes to 1 hour are 

acceptable 

Time intervals become 
shorter and  event-driven 
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trending 
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s Limited dynamics; 
emulate traditional 

demand response and 
time-of-use 

Increasingly dynamic; fast 
customer-friendly 

responses 
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Value signal not 
equivalent to expense. 
Incentive and billing 
distinct from value 

signal 

Value signal trusted for 
customer incentives and 

billing 

 

Value signal input. In most instances, a node will receive a 
single value time series from one upstream node. 
Occasionally, due to non-radial circuit configurations or 
multiple resource inputs, a node might be downstream of 
two or more upstream nodes and must therefore formulate a 
single, blended input value time series from the multiple 
value time series that it receives. A preferred unit for this 
signal is cents per kWhr. The transactive value signal may 
be used, but is not necessarily used, to create customer 
incentives and specify customer billing at that node. The use 

Upstream 
(toward generation) 

Downstream 
(toward demand) 

Value 
Signal 

Demand 
Signals 

Modified 
Demand 
Signal 

Modified 
Value 
Signal 

Prediction & 
Control 
Machine 
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of actual energy price as the value signal is preferred. In 
principle, the value time series should represent a predicted 
energy price over the next 24 hours, or so. The predicted 
value signal should become increasingly accurate and 
should have finer intervals near-term. 

If a node receives more than one price signal time series 
from upstream nodes or resources, the node must blend 
those prices into a single input price series. The 
recommended approach is to calculate the single input price 
series as a weighted sum of all input price time series, where 
each time series component is weighted by the fraction of 
supply received from each upstream node or resource during 
an interval.  

Value signal output. Often, the received input value time 
series will be relayed to all the next downstream nodes 
without modification. However, the node may choose to 
modify the value time series before relaying it downstream 
in order to address its own local operational objectives. For 
example, a node might choose to increase the price signal at 
a future time interval to avoid an impending constraint at the 
node.  

Demand inputs.

The easiest demand inputs to be aggregated at a node will be 
those from downstream nodes that have already calculated 
and provided their demand time series for use by this node. 
It does not matter whether these downstream nodes are 
responsive to transactive price signals or not.  

 The node will receive or measure demand 
served at the node and by all downstream nodes that are 
served by the node. The use of the word demand here is not 
at all intended to preclude cases where distributed resources 
might actually supply energy, as is the case for distributed 
or renewable generators. The responsibility of the node will 
be to aggregate all served demand into a single aggregated 
demand time series. The preferred unit is kW. The demand 
time series should represent a predicted demand for time 
intervals over the next 24 hours, or so. The demand signal 
should become more accurate and should have finer 
intervals near term. The time intervals of the price series 
should be the same as those used for the demand series. 

More challenging is the demand that is measured at the node 
but provides no, or an incomplete, time series prediction. In 
this case, the node is responsible to predict future demand 
and complete the time series for which it is responsible. The 
function that creates such a prediction within the node might 
be called a “prediction machine.” Those devices that are to 
be controlled at or by the node are additionally responsive to 
the transactive value signal at the node. Therefore, the price 
elasticity of controlled assets must be considered by the 
node’s prediction machine. 

Aggregated demand output. A node is responsible to 
aggregate all present and future demand that it serves and 

make the demand prediction known to any upstream node. 
The present demand of a node will usually be verifiable 
using existing meters. The accuracy of a node’s demand 
prediction can also be monitored, assessed, and improved 
over time. 

Control machine.

There exist no (and might never exist) definitive formulas 
and practices for the modification of the value signal at a 
node. However, the author was able to formulate workable 
initial functions for each of the operational objectives listed 
in section 4 of this paper. These functions may be improved 
over time. 

 Figure 3 uses the word control machine to 
describe a node’s opportunity or responsibility to modify the 
value signal. A node need not reveal the formula it uses to 
modify the value signal. The aggregated demand output 
time series that is calculated at the node is one of the most 
important formula inputs into the control machine. Several 
reasons that a node might choose to modify the value signal 
are limited resources, constrained infrastructure, or efforts 
toward performance optimization.  

Demand prediction machine. A node’s demand prediction 
machine receives measurements and predictions from all 
responsive and unresponsive demand that is served by the 
node and aggregates and predicts a future time series 
aggregate demand. Many types of data can be incorporated 
by the prediction machine as it strives to produce accurate 
demand predictions. Simple historical trending is 
recommended as a first approach, and such predictions can 
be made increasingly more accurate, if necessary, as 
additional information becomes available. 

Asset participation. The means by which a node affects the 
energy consumed by devices that are controllable from the 
node itself will be diverse. By control, we refer only to those 
devices whose energy consumption (or generation) is 
managed by the intelligence and transactive behaviors at the 
node. Again, this control is treated as a black box; there is 
no need for the node to share its function outside the node. 
An example of a simple control function might be the 
curtailment of water heater load whenever node pricing 
exceeds a price threshold. This simple function could 
effectively automate most time-of-use responses. Another 
simple function would be for the node to curtail a water 
heater’s load when the node’s load (let’s say a home’s load 
in this example) starts to exceed a threshold capacity. These 
two simple control functions could run simultaneously using 
the same controllable water heater. In a more complex 
example, a home’s thermostat might be controlled from the 
residential node to move its set points up or down in 
response to a function of occupancy, price, daily average 
price, price standard deviation, the home’s temperature, 
predicted outside temperature, and the predicted home 
envelope simulated behavior. 
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9. MARKET RESOLUTION IN THE FORECAST 
FUTURE 

Transactive control will be much more powerful when it 
includes forecasts of both the value and demand signals. 
The future intervals of such forecasts have not yet been 
determined. But the intervals should be course far in the 
future and should become shorter in the near term. The 
intervals should align well with the regional dispatch 
practices. 

Several advantages follow from the inclusion of forecasts: 
First, responsive demand may then be considered at the time 
of and on a fair playing field with resource dispatch 
decisions. Customers may provide feedback concerning how 
their demand resources will respond and potentially avoid 
using expensive peaking resources that would otherwise 
become dispatched. Second, when forecasts are used, the 
importance and urgency of a formal market clearing process 
is reduced. Instead, the frequent iteration of future forecasts 
over time will achieve an equivalent resolution—the 
pairings of value (price) and demand during future intervals. 

The inclusion of forecasting is not intended at all to 
preclude dynamic, real-time control opportunities. The 
present is simply a special case. The signals should remain 
dynamic and available for even unforeseen contingency 
responses in the present. 

10. GENERALIZED TRANSACTIVE CONTROL IS 
AMENABLE TO STANDARDIZATION 

This formulation of transactive control is amenable to 
standardization as a foundation for price-responsive control 
in a smart grid. The defined inputs, outputs, and 
responsibilities of a generalized node are scalable 
throughout a power grid, applicable at any node of the 
recommended hierarchy.  

The inputs and outputs of the generalized node are defined 
in a way that reduces overall communication bandwidth and 
facilitates interoperability. The value signals are available to 
multiple entities that would choose to influence demand at a 
node and are a simple basis from which responsive demand 
assets can plan their energy consumption. The feedback of 
immediate and future demand is concise and benefits from 
aggregation into a single signal at each node. Because the 
described approach does not rely on communication of 
device-specific information, and because decision making is 
highly distributed, the proposed approach might be less 
vulnerable to some cyber security threats. 

11. REMAINING CHALLENGES 
The authors are hopeful that the newly generalized 
transactive control approach can be tested soon in a Pacific 
Northwest smart grid demonstration. Admittedly, more 
work is needed in the following areas: 

 The time intervals and future horizon must be selected 
to accommodate and influence dispatch decisions. The 
preferred time interval should be short enough to enable 
innovative ancillary services while supported by 
existing communication technologies. 

 The value and demand signals must be evaluated for 
ways in which they might augment or supplant existing 
customer incentive programs. The initial formulation 
has emphasized grid control while deferring details 
about how such behaviors can be persistently induced 
through incentives, regulations, and business cases. 

 The methods for predicting the demand of responsive 
assets are lacking and should be improved. It is 
acceptable to begin with crude trending and improve 
the predictive demand models over time. 

 New functions for how grids’ operational objectives 
influence the distributed value signals should be 
formulated and tested. The authors have good 
confidence in the control of operational constraints, as 
was demonstrated in the Olympic Peninsula project. A 
simple formulation for encouraging wind consumption 
has been developed. But additional formulations will be 
needed for other important operational objectives, 
including carbon mitigation, encouraging 
environmentally preferable generators to become 
dispatched. 

 The value signal itself will be amenable to alarm 
generation for system operators, but this feature has not 
yet been defined. We believe this feature will be a 
fundamental bridge between present operations center 
practices and inclusion of data from transactive control 
into operations center toolsets. 

12. CONCLUSIONS 
The authors have described a generalized formulation of 
transactive control that is amenable to standardization as a 
foundation for dynamic price control in a smart grid. The 
formulation is based on that used in a prior field 
demonstration, but the new, generalized formulation 
proposes use of a future time horizon, a hierarchical nodal 
structural framework, and a generalized functional model of 
an active node. A plan is offered to first launch a limited 
version of the control and later incrementally improve the 
extent and responsiveness of the system as it matures. 
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Abstract 

Direct load control (DLC) refers to the scenario where third 
party entities outside the home or facility are responsible for 
deciding how and when specific customer loads will be 
controlled in response to Demand Response (DR) events on 
the electric grid. Examples of third parties responsible for 
performing DLC may be Utilities, Independent System 
Operators (ISO), Aggregators, or third party control 
companies. DLC can be contrasted with facility centric load 
control (FCLC) where the decisions for how loads are 
controlled are made entirely within the facility or enterprise 
control systems. In this scenario the facility owner has more 
freedom of choice in how they respond to DR events on the 
grid. Both approaches are in use today in automation of DR 
and both will continue to be used in future market segments 
including industrial, commercial and residential facilities. 
This paper will present a framework which can be used to 
differentiate between DLC and FCLC based upon where 
decisions are made on how specific loads are controlled in 
response to DR events.  This differentiation is then used to 
compare and contrast the differences between DLC and 
FCLC to identify the impact each has on requirements such 
as: 

• Utility/ISO and third party systems for managing 
demand response 

• Facility systems for implementing load control 

• Communications networks for interacting with the 
facility 

• Facility operators and managers 

Finally a survey of some of the existing DR related 
specifications and communications standards is given and 
their applicability to DLC or FCLC. 

1. DEMAND RESPONSE RESOURCES 
DR programs differ from normal rates and tariffs in that 
they are designed to allow for the Utility/ISO to take 
specific actions to influence load profiles of their customers 
at critical times on the grid.  These critical periods may be 
based on economic or market concerns or they may be 
triggered by grid reliability factors. These critical periods in 
which the Utility/ISO needs to influence the load profile of 
a Facility are referred to as DR Events. Much of DR today is 
managed as a set of programs in which the participants enter 
into some contractual agreement about how they will get 
compensated by participating in the DR Events.  As the real 
time pricing markets evolve the notion of being 
compensated during a specific event period may get 
replaced with a purely price responsive mechanism.  
Automating price response will require new concepts about 
how customers respond to prices, giving them choice and 
flexibility. 

During a DR Event the objective of the Utility/ISO is to 
create some sort of overall change in the profiles of the 
loads that they are serving, typically some sort of reduction. 
In some cases there may be a specific target load profile to 
be achieved while in other cases a simple reduction of any 
sort may be all that is necessary. From the Utility/ISO 
perspective the entity that they are interacting with is 
referred to as a “DR Resource.”  To the Utility/ISO a DR 
Resource represents a load that is monitored (sometimes as 
an aggregate of other loads) to determine performance 
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against objectives and is the entity that the Utility/ISO sends 
DR signals to in order to affect its load profile. The 
interactions between the Utility/ISO and a DR Resource can 
be modeled in simplistic terms as shown in Figure 1. 

 

Utility/ISO

DR
Signals

DR
Resource

(Customer)

Figure 1. Interactions with DR Resources

Load 
Measurement

 
 

This model shows that the Utility/ISO sends DR signals of 
some nature to the DR resource which are designed to 
effects its load profile while subsequent measurements of 
the DR Resource’s electricity consumption are made to 
determine its performance.  The measurements might be 
done in real time and be part of a closed loop control of the 
resource or in many cases the measurements are simply 
archived for subsequent access and used only for the 
purposes of settlement with the Customer as part of a 
contractual agreement. Note that load measurement might 
also entail more than just electricity consumption and may 
include device or load control states. 

From the Utility/ISO perspective a DR Resource may 
represent the following: 

• A single load profile for the purposes of load 
optimization 

• A single touch point for the purposes of interacting 
with the load profile 

• A single load profile whose consumption may be 
measured for the purposes of real-time monitoring 
or settlement 

• A touch point where the performance or active 
state of the DR Resource may be monitored 

The nature of a DR Resource is diverse and can range from 
large aggregated facilities down to small individual 
appliances and loads within a facility. It may also include 
things such as Plugin Hybrid Electric Vehicles (PHEV) and 
distributed generation (i.e. Local Energy Resource or LER). 
In essence anything that can be used to affect electricity 
usage in either a positive or negative fashion can be a 

component of a DR Resource that is used to manage its load 
profile. 

For the purposes of this paper it is useful to classify DR 
Resources into of a hierarchy as shown in Figure 2. 
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Facilities
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FacilitiesAggregated

Facilities

Facility

LoadsLoadsLoads/
LER

Facility

LoadsLoadsLoads/
LER

Facility

LoadsLoadsLoads/
LER

Figure 2. DR Resource Interaction Hierarchy  
 

This classification is general and does not delve into the 
details of the loads or LER being controlled as part of the 
load profile of a DR Resource. The hierarchy shows that 
there may be some DR Resources that are an aggregation of 
multiple Customer facilities such as is done in many DR 
programs that support aggregator programs. In these 
scenarios there is typically an intermediary such as an 
aggregator or third party service provider that represents its 
aggregated portfolio to the Utility/ISO as a single load 
profile and is the touch point with the Utility/ISO.  
Intermediaries typically have a great deal of latitude in 
determining how to control the various loads within their 
portfolio in response to DR signals from the Utility/ISO as 
long as they are meeting their contractual obligations.  

At the next level down you may have interactions between 
the Utility/ISO and individual facilities, each of which are in 
essence an aggregation of individual loads and LER within 
the facility. Just as in the case of aggregators, facilities 
managers/owners may have complete freedom to determine 
how the individual loads and LER within their facility will 
react to a DR signal.  This scenario is referred to as Facility 
Centric Load Control (FCLC). 

At the lowest level are interactions directly between the 
Utility/ISO and the individual loads within a facility. If the 
purpose of such an interaction is to explicitly control the 
state of the load then this is referred to as Direct Load 
Control (DLC).  

It is important to note that not all interactions directly 
between the Utility/ISO and an individual load are classified 
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as DLC. A counter example would be the so called “prices 
to devices” interaction model wherein energy prices are sent 
to appliances, but there is no explicit command to put the 
appliance in a specific state.  This has also been described as 
sending objectives as opposed to directives.1

Note that interactions between the Utility/ISO and the 
higher layer DR resources subsequently result in additional 
interactions that result in specific loads and/or LER being 
put into a specific state as depicted in the diagram.  Thus 
while an aggregator may be a single DR resource from the 
perspective of the Utility/ISO, that resource will be 
composed of multiple facility and load DR Resources from 
the perspective of the aggregator. Thus any standards that 
cover the interactions between the Utility/ISO would be 
equally applicable to the interactions between an 
aggregator and the DR Resources in his portfolio.  

 While this may 
represent a direct interaction between the Utility/ISO and an 
individual load, it is not DLC because the information in the 
interaction does not contain specific instructions for the 
control of the load itself.   Rather the end-user chooses how 
price responsive they want to be given their real time 
operational preferences.  These preferences can be pre-
programmed with automation systems. 

2. INTERACTION MODES AND DR SIGNALS 
As depicted in the previous section, some condition on the 
Grid is eventually translated into specific load control states 
by a series of one or more multi-level interactions between 
the Utility/ISO and DR Resources.  

The interactions themselves are negotiated via “DR Signals” 
that are exchanged with the DR Resources. A DR signal 
may contain a variety of different types of information or 
“instruments” that may affect the load profile of the DR 
Resource. The type of information used depends upon many 
factors ranging from contractual agreements to requirements 
on the DR Resource’s response. For the sake of this analysis 
the type of information that is encapsulated within DR 
signals can be categorized as follows: 

• Supply State 

• DR Resource State 

• Load Controller State 

Each of these is covered in more detail below. 

Supply state refers to information about conditions 
concerning the supply of electricity that may affect a DR 
Resource’s load profile.  Such items may include the 
following among others: 

Supply State 

1 Conversions with Gale Horst, Whirlpool. 

• Price of electricity 

• Source of generation (e.g. hydro versus coal) 

• Carbon content 

• Reliability of supply or grid conditions 

The nature of this information is such that it does not 
include any specific instructions for how the load profile of 
the DR Resource is supposed to change. All decisions as to 
what the desired load profile should be in response to the 
information within the DR signal are entirely within the DR 
Resource itself. 

The most typical example of this type of DR signal is real-
time or dynamic electricity prices that may be sent to a DR 
Resource. Note that this type of DR signal may be used with 
any of the DR Resource types shown in Figure 2 including 
directly with loads themselves (e.g. prices to devices). 

DR Resource State refers to information that specifies what 
the load profile of the DR Resource should be as a result of 
receiving the DR signal.  Examples of this type of 
information include the following among others: 

DR Resource State 

• Specific consumption levels (can be either up or 
down) 

• Dispatch instructions 

• Load profile specifications 

 

This type of information is more specific than Supply State 
in that it specifies what the load profile of the DR Resource 
should be. It does not specify how individual loads of the 
DR Resource should be controlled and thus the intelligence 
for determining how to control individual loads is entirely 
within the DR Resource itself.  It could include information 
about the load shifting or shedding, and the certainty or 
predictability of the load shape change. 

Typical examples of this include dispatch instructions that 
may be sent from an ISO to an aggregator. Note that this 
type of DR signal may be used with any of the DR Resource 
types shown in Figure 2. 

Load Controller State refers to specific commands sent to 
the controller of a load that specifies the state that the load 
should be in. Examples of this include existing DR 
programs such as AC cycling in which air conditioners 
within residences are turned on and off.  This is the type of 
information that is used for DLC. 

Load Controller State 
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An important characteristic of the different DR signal types 
discussed above is that as you move from Supply State to 
Load Controller State each one is more specific in terms of 
precise actions that are to be taken. One could in fact 
consider each type as being derived from another to form a 
hierarchy as shown in Figure 3. 

Interaction Mode Hierarchy 

DR
Resource

(Customer)

Supply State
- Prices
- Generation sources
- Reliability
- Carbon content
- etc.

DR Resource 

State
- Dispatch instructions
- Consumption level
- Load profile instructions

Load Controller 

State
- Specific Load control 
commands

Supply to DR 
Resource State 

Translation
Logic

DR Resource to 
Load Controller 

State Translation
Logic

Figure 3. Interaction Mode Hierarchy

DR Logic

 
To go from Supply State (e.g. a price) to a DR Resource 
State (e.g. shed 100 KW) requires some sort of logic as 
depicted in Figure 3.  Furthermore to go from DR Resource 
State (e.g. shed 100 KW) to specific Load Controller States 
(e.g. change set point on thermostat) requires another set of 
logic. 

One could conduct a detailed analysis of the ramifications or 
pros and cons of these different types of DR Logic and 
where that logic resides, but for the purposes of this analysis 
it is convenient to lump both the DR Logic representations 
in Figure 3 into a single category which is simply called 
“DR Logic” as shown in Figure 4. 

DR Logic 

 

Utility/ISO
Grid

Conditions
Load Control
CommandsDR Logic

Customer 
Load/LER

Figure 4. DR Logic – Translation from 
Grid State to Load/DER state

 
In essence DR Logic is the intelligence that transforms Grid 
conditions into specific load/LER states within facilities. In 
some cases it might be referred to as a “Shed Strategy.” 

By doing this we can further define what constitutes DLC 
versus FCLC by specifying where the DR Logic resides 
with respect to the facility as shown in Figure 5. 

 

Utility/ISO or
3rd Party 

Intermediary

DR 
Logic

Customer Facility

Load & LER

EMCS

DR 
Logic

Customer Faciltiy

Load & LERGateway

DR 
Logic

Customer Facility

Load & LER

Gateway

Utility/ISO or 
3rd Party 

Intermediary

Utility/ISO or
3rd Party 

Intermediary

Direct Load
Control

Commands

Supply &
DR Resource
DR Signals

Supply &
DR Resource
DR Signals

DR Logic in 
EMS (FCLC)

DR Logic in 
Load Controller 
(e.g. prices to 

devices)

DR Logic External 
to Facility (DLC)

Figure 5. Location of DR Logic
 

In the top scenario of Figure 5 the DR Logic is encapsulated 
entirely within the facility and the clearly constitutes FCLC. 

In the bottom scenario the DR Logic is contained entirely 
within the Utility/ISO or some third party intermediary and 
load control commands are sent directly to load controllers 
within the facility.  This constitutes DLC. 

The middle scenario depicts a situation where there is 
interaction directly between the Utility/ISO and the load 
itself, but the DR Logic itself is contained with the load 
controller. For the sake of this analysis this is defined as a 
FCLC. 

Thus by definition in this paper when the DR Logic is 
within the facility it is considered FCLC and when the DR 
Logic resides within the Utility/ISO it is considered DLC. 

Note that the distinction between FCLC and DLC could also 
be characterized as “Collaborative” versus “Managed” from 
the view point of the relationship between the facility and 
the external entity that it is interacting with for the purposes 
of DR. 

As will be discussed in subsequent sections the distinction 
of where the DR Logic resides will help form a basis for 
comparing DLC and FCLC. 

 

3. UPSTREAM INTERACTIONS 
It is useful to define the concept that there may be 
“upstream” interactions from the DR Resource that are used 
to determine the performance of the DR Resource itself. 
Such interactions may include the following: 

• Collection of information prior to the DR event to 
allow the Utility/ISO to predict the expected load 
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profile of a DR Resource. This information may be 
used to both determine which DR Resource should 
receive a DR signal as well as what information to 
send the DR Resource in the DR signal. 

• Monitoring of the DR Resource during DR Events 
to insure that they are behaving as expected. If 
there is a “closed loop control” of the DR Resource 
this monitoring may result in changes to the DR 
signal that is being sent to the DR Resource. 

• Collection of information after the end of the DR 
event to allow post mortem activities such as 
analytics and financial settlement between the 
Utility/ISO and the parties that participated in the 
DR event. 

The types of information that may be exchanged as part of 
an upstream interaction include the following: 

• Consumption measurements 

• Bids 

• Forecasts of load profile behavior 

• Opt-in or out status 

• Load controller states (e.g. on/off, set points, etc.) 

4. DLC VERSUS FCLC 
DLC and FCLC can be compared and contrasted along a 
number of different dimensions as detailed below. 

For the sake of analysis, consider the load profile of a 
specific DR resource. In the case of DLC the precise state of 
loads are controlled where in the case of FCLC they are not. 
Because of this, the load profile in the case of DLC will be 
more predictable. On the other hand because FCLC 
typically represents an aggregation of loads within the 
facility, there is a great deal more flexibility in responding 
to a DR signal and therefore FCLC has the potential to 
present a more reliable response to a DR signal.  For 
example the Utility/ISO may know precisely the load 
reduction they may get by turning off a load using DLC, but 
if that load is already off then they get none. On the other 
hand a facility using FCLC can decide to alter the behavior 
of various loads in order to achieve a specific load reduction 
and supply the necessary response even if certain loads are 
already off. 

Load Profile Behavior 

In order for the Utility/ISO to get the same sort of flexibility 
and reliability with DLC that they have with FCLC they 
need to add complexity to their systems in order to 
aggregate all the DLC based resources and perform 
aggregated load optimization and control across them all. 

 

Because FCLC does not dictate specific load control actions 
to be taken within a facility, there is a great deal of 
flexibility at the point where the DR signal is consumed and 
the resulting load control automation is implemented.   

Facility Requirements 

This level of flexibility in combination with automation is a 
huge benefit to those entities with the wherewithal to deal 
with it.  Traditionally this has included larger commercial 
and industrial facilities that have the technical means, the 
expertise, and the desire to implement automated load 
control strategies that best suit their business.  Included in 
this category are third party service providers like 
curtailment service providers and third party control 
companies. 

Although FCLC does give maximum flexibility and control 
of loads by the facility owners it does come with a price 
versus DLC. In order for a DR signal to be put to useful 
work in the case of FCLC, the DR Logic must be 
implemented within the facility in such a way that it results 
in appropriate automated load control commands within the 
facility. In order for this to occur the following conditions 
must exist at the point at which the DR signal is consumed: 

1. There must be equipment (e.g. EMCS) with the 
capabilities of receiving, processing, and 
interpreting the DR signal. 

2. There must be equipment (e.g. EMCS) with the 
means of automating the control of loads, either 
directly or by sending messages to the appropriate 
load controllers. 

3. There must be equipment (e.g. EMCS) with the 
means of being programmed by the facility owner 
(or someone acting on their behalf) so that it can 
transform information within the DR signal into 
specific load control actions.  This is the so called 
“load control strategy” that is used to take 
advantage of the information provided by the 
Utility/ISO in a DR signal.  

4. There must be a person with both the motivation 
AND expertise to analyze a facility and its 
operations and develop load control strategies 
specific to that facility that will be employed as a 
result of receiving a DR signal. The complexity of 
this task will depend upon the complexity of the 
facility and the loads which may be used as part of 
a load control strategy. 

5. There must be a person (i.e. programmer) with 
both the motivation AND expertise to take the load 
control strategies referred to in bullet 4 and 
program them into the equipment referred to in 
bullet 3. Note that this is not meant to imply that 
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the programmer is an engineer, but may simply be 
an owner of a device that performs this 
programming task by configuring parameters 
through a simple user interface.  The complexity of 
this task will be related to the complexity of the 
load control strategies combined with the 
complexity of the programming interface of the 
equipment referred to in bullet 3. 

Note that items 1 – 3 above are requirements on the 
equipment within the facility while items 4 and 5 are 
requirements on humans who must operate the equipment. 

There is nothing in the above descriptions that dictate that 
each of the entities be different although they may.  
Certainly all the functionality in items 1 – 3 could be 
encapsulated within a single device and items 4 and 5 could 
be fulfilled by a single person. 

In the case of FCLC, items 1 – 3 above tend to add cost  and 
complexity to the equipment deployed within the facility as 
compared to devices that might simply receive a direct 
load/device control message from some third party outside 
the facility.   

Items 4 and 5 represent humans with a certain willingness 
and expertise that may not need to exist in facilities using 
DLC. 

When evaluating the five factors listed above, it is 
impossible to make definite conclusions as to which 
facilities will be capable of supporting FCLC and which 
will not, but it is possible to make the following general 
statements with respect to the size of the facility and/or its 
operations2

• The larger the facility the more likely it will have 
an infrastructure in place to automate the control of 
its loads. 

: 

• The larger the facility the more likely it will have 
personnel dedicated to the operation of the 
facilities and more specifically dedicated to 
managing the energy consumption of the facility. 

• The larger the facility the more likely it will have 
the financial means to incur any additional costs in 
equipment required to support FCLC. 

• The larger the facility the higher its energy costs 
and thus a greater willingness to lower those costs 

2 Note that the notion of “large” does not simply refer to the 
size of the facility, but also includes factors such as the 
amount of electricity consumed (e.g. industrial facilities) 
and perhaps entities that own large numbers of distributed 
facilities (e.g. chain store retailers). 

 

by using interactions that leverage the flexibility 
offered by FCLC. 

 
All this supports the conclusion that the larger the facility 
the more likely it will be willing and able to support FCLC. 

It is anticipated that as technology progresses and the 
marketplace develops it will become less expensive and 
easier to deploy equipment that can take advantage of 
FCLC, but there will still remain the issue of the willingness 
of the facility owner to deal with automating their facilities 
load response.  An analogy to this issue is programmable 
thermostats.  While they are becoming more widely used 
they are far from ubiquitous and even in places where they 
are installed it is not clear how many people take the trouble 
to actually program them.  

As people become more educated and the process of 
automating becomes easier, the facilities which will be 
capable of supporting FCLC will become more widespread, 
but even then there will most likely always remain a need 
for third party service providers to provide services to these 
types of facility owners to deal with the automation of their 
loads using DLC.  Some Utilities are considering offering 
these types of services in conjunction with their AMI 
deployments, especially for the residential and small 
commercial space. 

In general FCLC adds cost and complexity to facilities 
versus DLC, but with those costs come added flexibility and 
control over the loads by the facility owner. 

  

By definition the DR Logic will be implemented within the 
entity that is performing DLC, i.e. the Utility/ISO. This 
means that there will be added complexity in the Utility/ISO 
systems to implement the DR Logic as opposed to FCLC. 

Utility/ISO System Requirements 

If the Utility/ISO wants to support DLC over a wide range 
of different types of devices they must either model these 
devices and be able to send them commands or support 
some type of interface that allows them to interface with the 
device in some sort of generic fashion (i.e. SEP). In 
addition, because there are commands being sent to specific 
devices there may need to be customized instructions sent to 
a wide range of devices whereas in the case of FCLC there 
are more generic DR signals sent to a much small set of 
entities. Take for example the example where a relatively 
generic DR signal such as a price may be sent to all the 
facilities versus the variety of commands that may need to 
be sent to the plethora of individual load controllers within 
all the facilities. All these considerations represent a much 
higher level of complexity for the Utilities to support DLC 
than does FCLC.  
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There will also be added complexity in the Utility/ISO 
systems to support the aggregation and load optimization 
across the larger number of devices than in the case of 
FCLC. 

Finally since DLC represents interactions with potentially a 
much larger number of entities than does FCLC there will 
be added complexity needed in the Utility/ISO systems to 
support the deployment and maintenance of the individual 
load controllers for DLC versus FCLC. 

Therefore while FCLC may add cost and complexity to the 
facility systems, DLC will add cost and complexity to the 
Utility/ISO system that will be required to support DLC.  

DLC may be more certain than FCLC because it is more 
predictable  - however as more loads have the capability to 
respond to DR signals, people may prefer to have their own 
control of end-use loads and FCLC systems.  Research is 
needed to understand the predictability of FCLC which are 
related to the value of the DR from the facility manager or 
home owner’s perspective. 

 

By its nature FCLC represents a more distributed system 
than does DLC since much of the DR Logic is more 
distributed among the facilities as opposed to being 
centralized with the Utility/ISO. What this means is that in 
general the communications channel between the 
Utility/ISO and the facilities must support more throughput 
with DLC than it would with FCLC since there are more 
individual entities that will need to be communicated with 
in the case of DLC versus FCLC. As an extreme example, 
take the scenario where the Utility/ISO is broadcasting a 
price to all the facilities versus sending individual load 
control commands to individual devices within each facility. 

Communications Requirements 

5. STANDARDS 
There are a large number of standards related to facility 
automation including BACnet, Zigbee, LonMark, OPC, etc. 
just to name a few. Although these standards are   relevant 
to facility operations and will play a role in how a the loads 
within a facility are managed, they are less relevant in 
defining the inter-domain interactions defined in this paper. 
The existing specifications and standards that are most 
talked about in relation to standardizing these interactions 
include: 

• OpenADR – A specification developed at the 
Demand Response Research Center of Lawrence 
Berkeley National Laboratories. This specification 
gives a fairly complete model for FCLC in 
commercial and industrial facilities, but does not 
deal with DLC. 

• NASESB OASIS – NAESB has numerous 
standards that are related to DR applications, 
particularly in the wholesale markets. Some aspects 
of their standards are relevant to FCLC. 

• IEC 61968 (CIM) – This standard is focused on 
Utility operations and is being extended to support 
automated DR for both FCLC and DLC 
applications. 

• IEC 61850 – This is a communications standard for 
distributed monitoring and control and is being 
harmonized with 61968. It could support aspects of 
FCLC and DLC. 

• SEP (1.0 and 2.0) – This is an interface 
specification for interacting with residential energy 
management systems and is being developed by the 
Zigbee/Homeplug alliance. It has aspects relevant 
to both FCLC and DLC and is focused on 
residential applications that are serviceable through 
lower bandwidth AMI networks. 

• Multispeak – This standard is focused on Utility 
operations and has some aspects FCLC. 

 

As part of the National Institute of Standards & Technology 
(NIST) Smart Grid Roadmap there have been devised a 
number of Priority Action Plans (PAP’s) that entail the 
cooperation between different standards organizations. PAP 
03, 04, and 09 are the most relevant to automated DR and 
there are plans in place that include the participation of 
organizations such as OASIS, UCAIug, NAESB, and the 
Zigbee/Homeplug alliance, just to name a few. The current 
plans specifies that the efforts of all these various group 
with be harmonized as an IEC standard that will support all 
forms of DR including FCLC and DLC. 
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Abstract 

The Pacific Gas and Electric Company (PG&E) is 
conducting a pilot program to investigate the technical 
feasibility of bidding certain demand response (DR) 
resources into the California Independent System Operator’s 
(CAISO) day-ahead market for ancillary services non-
spinning reserve. Three facilities, a retail store, a local 
government office building, and a bakery, are recruited into 
the pilot program. For each facility, hourly demand, and 
load curtailment potential are forecasted two days ahead and 
submitted to the CAISO the day before the operation as an 
available resource. These DR resources are optimized 
against all other generation resources in the CAISO 
ancillary service. Each facility is equipped with four-second 
real time telemetry equipment to ensure resource 
accountability and visibility to CAISO operators. When 
CAISO requests DR resources, PG&E’s OpenADR (Open 
Automated DR) communications infrastructure is utilized to 
deliver DR signals to the facilities’ energy management and 
control systems (EMCS).  The pre-programmed DR 
strategies are triggered without a human in the loop. This 
paper describes the automated system architecture and the 
flow of information to trigger and monitor the performance 
of the DR events. We outline the DR strategies at each of 
the participating facilities.  At one site a real time electric 
measurement feedback loop is implemented to assure the 
delivery of CAISO dispatched demand reductions. Finally, 
we present results from each of the facilities and discuss 
findings.  

 

 

 

1. INTRODUCTION 

The Participating Load Pilots (PLP) were authorized by the 
California Public Utilities Commission (CPUC) as a first 
step towards allowing DR programs to participate in the 
CAISO markets as Participating Loads (PL). The objective 
of these pilots was to assess the technical and financial 
feasibility of using retail loads for PL.  Various retail load 
classes and technologies participated in the pilots. The key 
requirements under the PLP is that the PL resources have to 
meet the non-spinning reserve requirements, which means 
the resources have to deliver energy within 10 minutes, be 
available for two hours, and provide real-time telemetry to 
the CAISO. All three investor-owned utilities in California 
conducted PLPs with various customer segments. Southern 
California Edison utilized small aggregated loads, 
leveraging real-time telemetry at the feeder with two-way 
communicating switches and air conditioning loads. This 
was an extension of the prior work done on spinning reserve 
demonstration [1] [2]. San Diego Gas and Electric Company 
worked with aggregators with small commercial and 
industrial customers.  CPUC allowed a portion of the PL to 
be dispatched manually, granted it still met the dispatch 
criteria.  

The PG&E’s pilot program investigates the technical 
feasibility of bidding large commercial and industrial DR 
resources into the CAISO's day-ahead market for ancillary 
services non-spinning reserve. PL resources provide demand 
that can be curtailed at the direction of the CAISO in the 
real-time dispatch of the CAISO controlled grid.  PL model 
relies on a simple price-sensitive demand curve submitted in 
the day-ahead market, and an accompanying pseudo-
generator supply curve for use in the Real-Time Market that 
represents the demand response resource’s real-time energy 
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dispatch capability [3]. PG&E’s additional goals for the 
pilot is to identify and investigate potential barriers such as 
forecasting load and demand reduction, bidding and 
settlements, locational resource management and testing 
telemetry technologies. This research is significant because 
three individual sites that participated in price-responsive 
automated DR (Auto-DR) programs utilized the same 
technologies, DR strategies and infrastructures, and with no 
additional costs to each facility, participated successfully in 
the wholesale non-spinning ancillary services. While there 
is a clearly defined application and certification process that 
outlines the agreements as well as PL implementation plan 
approval, metering and telemetry requirements and ancillary 
service testing, this paper concentrates on the operational 
process.   

The project team includes PG&E, Itron, Akuacom, Metrum 
Technologies, Bow Networks, Lawrence Berkeley National 
Laboratory (LBNL) and the CAISO. LBNL developed a set 
of site selection criteria. Responsibilities of the team 
members are: 

• PG&E – Project management 

• LBNL – Pre- and post- event analysis, recruitment 
of sites, evaluation of building controls issues and 
DR control strategies 

• ITRON – Forecasting of loads and load reductions 

• Metrum Technologies – Four-second telemetry 
technology provider 

• Bow Networks – Four-second telemetry 
communications provider 

• Akuacom – Automation of PLP dispatch signals, 
conversion from ADS specific format to OpenADR 

• CAISO  - Dispatch of PLP event signals.  

This paper is organized as follows. The next section 
describes the PLP system architecture.  This is followed by 
the Methodology section, in which we describe the site 
selection criteria, development of forecasts, data and data 
collection methods as well as the DR strategies at each 
facility that participated in the pilot. In the Results section 
we present a comparison of forecasts with actual loads, the 
findings from test and actual events as well as the cost for 
telemetry and enablement. Finally in the Discussion and 
Conclusion section, we point out issues that had come up 
during the pilot, resolution of these issues and identify next 
steps.  

2. PARTICIPATING LOAD PILOT (PLP) 
ARCHITECTURE 

In the Day-Ahead Market, PG&E submits two bids through 
the CAISO’s Scheduling Infrastructure Business Rules 
(SIBR) web-based user interface for each of the PL: a load 
bid (an offer to buy or self-schedule demand) and a 
generating (pseudo generating resource) bid (an offer to sell 
demand reductions). Load bid consists of hourly loads of the 
resource. Pseudo generating bid represents the demand 
reduction portion of the non-spinning reserve provided by 
the PL.  Both Load and Pseudo Generating bids are hourly 
bids generated by PG&E by averaging 5-minute forecasts 
submitted by Itron’s MetrixIDR™1

1 Metrix IDR is a load forecasting software tool.  

. Any operational 
changes within the facilities are communicated to PG&E 
either directly by the facility operator or through LBNL 
before 5 am one day before the trading day. Between 5 am 
and 9 am, there is a second window of opportunity for the 
facilities to announce changes to their bids. Bids and prices 
are submitted to CAISO by 9 am. The day-ahead market 
closes at 10 am one day before the trading day.  The CAISO 
publishes schedules and award results no earlier than 1 pm 
on the same day. Figure 1 outlines the pre-analysis process 
flow starting two days prior to the operation date for each 
day. The real-time market closes 75 minutes before the trade 

Figure 1 Load and pseudo generation schedule submission process 
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hour and the PL resources are settled based on 5 minute 
dispatches that are based on the PL’s day-ahead schedule. A 
typical settlement time for PL resources takes 38 to 56 days 
after the resource request date. At the time this paper was 
written no settlements were completed for the PLP 
dispatches. Therefore, in this paper, no site specific earnings 
or losses are reported for the facilities that participated in 
the PLP.  

Three facilities, a retail store (IKEA), a local government 
office building (Contra Costa County) and a bakery 
(Svenhard’s Swedish Bakery) participated in Auto-DR 
programs with PG&E in previous years, were recruited into 
the pilot program [4]. CAISO’s Automated Dispatch System 
(ADS) linked the ISO operators dispatching DR resources to 
DRAS. When CAISO dispatched awards for the participants 
(Figure 2, ) PG&E’s OpenADR (Open Automated DR) 
messaging infrastructure was utilized (Figure 2, ) to 
deliver DR signals to the facilities’ energy management and 
control systems (Piette et al. 2009). This is the same 
infrastructure that is currently being used for PG&E’s price-
based Auto-DR programs such as Automated Critical Peak 
Pricing and Demand Bidding programs. Pre-programmed 
DR strategies were triggered without a human in the loop at 
each facility utilizing the Client Logic with Integrated Relay 
(CLIR) box2. This device communicates price and 
reliability signals with facility EMCS by mapping DR 
program information to dry contact relay closures. On the 
metering side, dual meter socket installations allowed the 
facilities to keep their revenue meter (RM) and facilitated 
the installation of another meter with a Code Division 
Multiple Access (CDMA) chip provided by Metrum 
Technologies to transfer four-second electric load data for 
this pilot (Figure 2, ). CDMA technology transmits radio 
signals over a cellular-based wireless network. This four-
second telemetry infrastructure was installed at each of the 
participating facilities and data were communicated by Bow 
Networks to CAISO (Figure 2, ), PG&E (Figure 2, ) 
and Akuacom (Figure 2, ). 
CAISO uses the telemetry data to have visibility to the 
operating reserves on the grid and to ensure that it it meeting 
its minimum operating reliability criteria at all times. PG&E 
stored these data in a secure shared folder for access by the 
team. Itron used the data for the load and shed forecasting. 
Akuacom used the four-second data for real-time feedback 
to dispatch various pre-programmed control strategies at the 
government office building to sustain the shed amount 
dispatched by the CAISO. Figure 2 displays the architecture 
of the participating load pilot. The dashed arrows represent 
meter data communications, while solid arrows represent 
communication of the resource request parameters. In 

2 Technical guide is available at 
http://drrc.lbl.gov/pubs/CLIR-UserGuide_6-R3.pdf 

Figure 2, the entities to the left grouped with dashed lines 
are involved in pre- and post-analysis. Others to the right, 
including PG&E, are involved in the actual resource request 
and/or delivery.  

 

 
Figure 2 Participating load pilot system architecture 

 
3. METHODOLOGY 

LBNL worked with PG&E to develop pre- and post analysis 
methods as well as electrical data sharing methods for this 
pilot. Pre-analysis methods include development of site 
selection criteria, analysis of loads for sites in the AutoDR 
[5] programs as compared to the criteria, DR shed strategies 
as well as forecasting loads for recruited facilities. 
Forecasting of individual building loads were done by 
MetrixIDR™ and is out of the scope for this paper. Post-
analysis methods include the development of ramp time and 
shed calculations methods as well as evaluation of accuracy 
of forecasts. Finally, timely and secure communication and 
data sharing by all the team members is a major 
undertaking. However, this discussion is not included in this 
paper.  

3. 1. Site Selection 

Sites that participated in PG&E’s AutoDR programs in 
previous years were considered for this pilot. Selection 
criteria were as follows:  

• Low load variability – enhances load forecasting 
accuracy 

• Ability to deliver resource in 10 minutes – 
preferably a site with both fast (lighting) and slow 
(Heating Ventilation Air Conditioning) response 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 52



• Low shed variability – enhances shed forecasting 
accuracy 

• Minimum of  10 kW of load shed 

Historical electrical 15-minute interval meter data is 
available for all the AutoDR sites. Due to the low resolution 
of the meter data, it was difficult to determine the response 
time of the sites. However we grouped the sites that yielded 
the initial shed within the first 15 minutes and those that 
yielded additional shed within the second 15 minute period. 
If a site continued to shed after the first 15 minutes, we 
considered these sites as having “slower” response.  

All sites met the minimum demand shed requirement. Only 
three of the sites in Auto-DR consistently shed lighting 
loads. However, these sites are recently equipped with solar 
panels. Therefore their load shape and load variability 
prohibited their participation. For the remaining sites, load 
statistical summaries (LSS) and load variability (VAR) 
calculations [6] were completed. DR participation and load 
shape statistical summary. VAR is a measure of coefficient 
of variance; it is the ratio of standard deviation to average 
demand, for each hour during the time period of interest, as 
defined in Equation 1. The bigger the load variability, the 
more difficult it is to accurately forecast load. LSS shows 
the average, minimum, maximum and standard error of 15-
min demand across each day in the period of interest.  LSS 
and VAR both reflect DR potential as they indicate when 
and where peak loads occur, or the extend to which loads 
vary or can be reliably predicted.   

  

 

VAR =

xi − x( )2

i=1

N

∑
N −1
x

where x is the average hourly load in the period,
and N isthe numberof daysin the period
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Figure 3 Load statistical summary (LSS) of IKEA 

As a result of the pre-analysis, four sites were recommended 
to participate in the pilot. Two of these sites agreed to 
participate in the study. A third site, which did not fit the 
initial load variability criteria, was requested to participate 
in the study to so as to evaluate a variety of sites. The final 
three facilities that participated in the study were a retail 
store (IKEA), a local government office building (Contra 
Costa County) and a bakery (Svenhards Swedish Bakery). 

3. 2. DR Strategies 

Each facility had participated in PG&E’s Automated 
Critical Peak Program (Auto-CPP) for at least two years. 
Therefore, two-level DR strategies were pre-programmed in 
their energy management and control systems (EMCS). 
Each site was asked to re-evaluate their strategies and 
decide how long they would be willing to participate and 
with which DR strategy.   

• IKEA responded to PLP events the same way they 
respond to Auto-CPP: noon to 6pm with shutting 
off a small portion of their roof-top units and 
raising temperatures 2 ºF for the first three hours 
and alternating the shut-off roof-top units and 
increasing temperature setpoints additional 2 ºF for 
the last three hours.  

• Svenhards automatically turned off their pan 
washer for the duration of the event between 3 pm 
and 5 pm.  

• Contra Costa County allowed the team to 
experiment with adjusting DR strategies depending 
on the load feedback received from 4 second 
telemetry. 4 ºF temperature setpoint adjustment 
with one degree increments was pre-programmed 
into the EMCS. During the resource request period, 
forecasted bid level and the actual load shed were 
compared and adjustments to temperature setpoints 
were requested automatically in order to sustain the 
forecasted bid levels.   

3. 3. Ramp Rate Calculations 

Non-spinning reserve resources must ramp to full capacity 
within 10 minutes. Ramp rate is the bid component that 
indicates the load drop rate and load pick-up rate for 
participating loads, for which the scheduling coordinator is 
submitting energy bids or ancillary services bids3

3 http://www.caiso.com/240d/240dbdee2c0c0.pdf  

.  It is the 
measured rate, expressed in megawatts per minute, of a 
participating load’s ability to adjust its demand. For each 
participating load resource, a ramp rate is entered into the 
CAISO’s master file. The average, best and worst ramp 
rates for the participants were 0.25, 0.05 and 0.1 MW/min. 

 

(1) 
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For each event and resource, ramp rate is calculated as the 
load drop over the first 10 minutes of the PL event.  

3. 4. Data Collection 

Data collection and secure sharing among the seven entities 
that participated in the operation and analysis of the PLP 
events was a major effort in this project. An additional 
meter with a Code Division Multiple Access (CDMA) chip 
was installed at each facility to communicate four-second 
real-time telemetry data wirelessly. This real-time data was 
used by CAISO to ensure resource availability and by 
Akuacom as a feedback to sustain the reduction bid level at 
Contra Costa County building.  A swap drive with strict 
security guidelines was established by PG&E for archiving 
and sharing both four-second telemetry and forecast data.  

The electrical data for each site collected (or calculated) and 
shared for this project is as follows: 

• 15 minute interval data from the revenue meter 

• 5 minute data from the pulse output of the revenue 
meter 

• 4 second telemetry data from the meter with 
CDMA chip 

• 5 minute load forecasts (calculated by Itron/Metrix 
IDR) 

• 5 minute load reduction forecasts (calculated by 
Itron/Metrix IDR) 

• Hourly load forecasts (calculated by PG&E using 5 
minute load forecasts) also known as Load 
Schedule 

• Hourly load reduction forecasts (calculated by 
PG&E5 minute load reduction forecasts) also know 
as Generator Schedule 

3. 5. Demand Shed Calculations 

Forecasted loads are considered as baseline for all 
calculations. Demand shed calculations are completed by 
subtracting actual 5-minute loads from forecasted five-
minute loads and compared to the forecasted hourly demand 
reduction.  

3. 6. Settlement Calculations 

The real-time settlement is based on the deviation of the 
real-time revenue meteragainst the day-ahead schedule. The 
settlement is calculated as: 

(Actual meter – Day-Ahead Schedule) x Real-Time Price 

This may result in a charge to PG&E if positive (+) or a 
credit if negative (-). 

  

3. 7. Dispatch Signal Propagation 

The DRAS is directly interfaced to the CAISO Automated 
Dispatch System (ADS).  It polls the ADS Server to receive 
dispatch instructions as depicted in the following general 
pseudo code from the “ADS API Specification. The 
connection to the ADS Server is secured using SSL with 
both client and server side certificates. 

Instructions from the ADS arrive in the form of XML 
documents.  The following fields from the XML document 
are examined by the DRAS to determine the appropriate 
course of action: 

<batchType>0</batchType> - This is the type of 
instruction.  The two types that are relevant are “5 minute 
dispatchable4” and “OOS Instructions5

• <startTime>2006-10-13T14:10:00Z</startTime> - 
This is the start time of the instruction 

”. 

• <endTime>2006-10-13T14:15:00Z</endTime> - 
This is the end time of the instruction 

• <dot>12.0</dot> - This is the level in MW that the 
resource is being instructed to go to. 

When a valid instruction is received an OpenADR event is 
created that has the same start time and end time as that in 
the instruction.  Note that for 5 minute dispatchable 
instructions, an end time is not explicitly given and it is 
assumed to be 5 minutes after the start time.  The 
notification time for DR event is the same as the start time 
and the event is immediately published to all the DRAS 
Clients so they can achieve their instructed levels within the 
required 10 minute ramp period.  

Figure 4 display the Auto-CPP mapping on OpenADR 
specification. Issue Time is either day ahead of two hours 

4 Indicates 5 minute dispatchable event 
 
5 Out of Sequence (OOS) instruction is associated with 
exceptional dispatches.  

Figure 4 Automated critical peak pricing (Auto-CPP) 
mapping on OpenADR specification 
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before the DR event time on the day of the Auto-CPP event. 
The implicated Ramp Time is either before or at the Start 
Time and is determined by the facility operator. During the 
Active Period, DR event contains simple price levels 
(NORMAL, MODERATE or HIGH).  

 

Figure 5 PLP event mapping on OpenADR specification 

Figure 5 displays the PLP Event mapping on OpenADR 
messaging model.  In this application, Issue Time field and 
PENDING signal is not being utilized. The implicated 
Ramp Time is within the PLP Event Active period. The DR 
event also contains a simple price level (NORMAL, 
MODERATE, or HIGH). In addition the DR event also 
contains an enumerated load level (0-3) that is used for 
doing closed-loop monitoring. 

For Contra Costa County Building, which is using closed 
loop monitoring, if the facility is not achieving its instructed 
level then a higher shed level is sent to that facility.  
Likewise if the facility is shedding more than the instructed 
level, a lower shed level may be sent. 

4. RESULTS 

By the time this paper was written, a total of eight PLP 
events were dispatched. The first event in July was a test 
event and was dispatched to ensure that the automation 
worked and that sample messages from CAISO’s ADS were 
received and processed. All the buildings were “live” in the  
wholesale market on the CAISO’s production systems on 
July 29, 2009. The remaining PLP events were actual 
dispatches called by the CAISO’s ADS. Table 2 shows the 
dates of each event and the duration of participation for each 
facility.  Some of the dispatched events did not meet the 
initial PLP rules such as one event per day and minimum 
event duration of one hour.  

Table 1 PLP events and duration of participation for each 
facility 

Site/Date 17-Jul 6-Aug 27-Aug 31-Aug 11-Sep 18-Sep 21-Sep 22-Sep

IKEA EPA 15:00 - 17:00 14:40 - 14:43
16:00 - 16:25,  
16:35 - 16:50

CCC 15:00 - 17:00 17:00 - 18:00 14:00 - 15:00 14:40 - 14:43
16:00 - 16:25,  
16:35 - 16:50

14:00 - 16:30,  
16:40 - 17:55

Svenhards 15:00 - 17:00 15:00 - 16:00 15: 25 - 15:30
16:00 - 16:25,  
16:35 - 16:50 16:30 - 16:40 16:55 - 17:00  

For each of the sites, a representative event is selected and 
presented in this paper. For each event, the load shape is 
presented in two ways: 1) Actual 5 minute electrical load 
data is displayed with the hourly load forecast for the event 
day, and 2) The difference between the actual 5 minute 
electrical load data and the forecasted 5 minute load data 
with the hourly forecasted bids. The first graphic 
representation shows how the actual load profile follows the 
hourly bids averaged and submitted by PG&E. The second 
representation shows a comparison of actual versus 
forecasted 5 minute load data and how the sheds compare to 
the difference between forecasted and actual data. A table 
that summarizes the ramp time and average load shed is also 
presented for each facility. 

4.1. Contra Costa County Office Building 

Load variability and weather sensitivity calculations 
indicate that this is a highly weather sensitive building with 
low hourly load variability. As a result, LBNL 
recommended the use of outside air temperature data in 
forecasting algorithms. While this site participated in all 
PLP events that were dispatched by the CAISO for this 
resource, the test on September 21st was the only one where 
the PLP event was long enough to test the feedback 
algorithm for this facility. Figure 6 displays the actual 5 
minute load data with the hourly forecasts. The PLP event 
was dispatched between 2 pm and 6 pm. The DR strategy 
for this facility is programmed such that four load levels are 
mapped onto four 1ºF incremental temperature adjustment 
strategies. At the PLP event start, a 2ºF adjustment is 
dispatched. The 4-second data is used to monitor the 
performance of the strategy and evaluate if it meets the bid 
requirements. If the initial strategy did not meet the bid 
requirements, than the strategy is adjusted by the DRAS by 
sending another load level information that adjusts the 
temperature setpoints up or down within the initial 
parameters set and programmed by the participant. On 
September 21, the initial adjustment for the first hour 
exceeded the bid. This is partly because there was a problem 
with the algorithm and instead of calling for the strategy 
with 2 ºF, the system called for 4 ºF strategy that was 
carried out for 1 minute before it was adjusted. Part of 
reason why the shed is so deep is because of the nature of 
response by the heating, ventilation and air conditioning 
(HVAC) systems. When initial adjustments are made, the 
fans go to their minimum setting and the chillers unload 
resulting in transient savings resulting in high ramp rate. 
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Therefore, the bids for the first hour for this facility have to 
be increased to match the response.  

Contra Costa County 9/21/2009
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Figure 6 Contra Costa County hourly load forecasts and 
actual load data on September 21, 2009 

Figure 7 presents the difference between the forecasted and 
actual 5 minute load data. When the loads are less variable, 
in this case early morning and late evening periods, the 
forecasted load matches the actual load. However, during 
occupied hours, even this low load variable building’s load 
is harder to predict.  
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Figure 7  The difference between the forecasted and actula 
5-minute load data 

 
Table 2 Contra Costa County  - Summary of performance, 

September 21, 2009 

HE 15:00 HE 16:00 HE 17:00 HE 18:00

0.002/0.006 20/72 80/86 40/51 30/49

Forecasted vs. Actual Average Load ReductionForecasted vs. 
Actual Ramp Rate 
(MW/min)

   

Table 2 summarizes the forecasted and actual performance 
measurements for the Contra Costa County building. 
Forecasted ramp time is much lower than actual ramp time 
and will be adjusted when the bid level for the first hour is 
increased for this facility. The hourly forecasts with hour 
ending (HE) presentation show again that the initial 
reduction is lower than the initial bid, confirming an 
adjustment of the bid. While in many cases excess delivery 
of load may be considered acceptable, any excess 
performance in this pilot is considered “uninstructed” by the 
CAISO and is settled at as uninstructed energy.  

4.2. IKEA Building 

This building is a low variable and high weather sensitive 
building. September 18th was selected as a representative 
day since two out of three events this site participated in was 
either a test event or too short (only 3 minutes). While the 
duration of the PLP event (see Table 2) is still not long 
enough to calculate the performance of the site, ramp rate 
calculations were completed using the 4 second telemetry 
data. Also, the 5-minute load data obtained from this site’s 
meter indicates low resolution readings which complicates 
the forecasted and actual load comparison for the event 
period (Figure 8). 

IKEA Hourly Loads and Actual 5 Minute Load Data
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Figure 8 Actual and forecasted load shape for IKEA on 
September 18, 2009 

The forecasted load data for this site on this date (Figure 9) 
is higher especially before store opening and after store 
closing suggesting there may be change in the store hours or 
operations during these periods that is not considered in the 
forecasting algorithm.  
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Figure 9 The difference between forecasted and actual loads 
on September 18, 2009 

The actual ramp rate for this PLP event is ten times higher 
than the forecasted ramp rate and the average load shed is 
less than half of the forecasted reduction (Table 3). One PLP 
event does not provide enough data to evaluate the 
performance of this site. Poor resolution of the electric load 
data is also complicates the analysis. 

Table 3 IKEA's summary of performance on September 18, 
2009 

HE 15:00 HE 16:00 HE 17:00 HE 18:00
0.001/0.01 - - 50/20 -

Forecasted vs. Actual Average Hourly Shed 
(kW)

Forecasted vs. 
Actual Ramp Rate 

(MW/min)

 
 

4.3. Svenhards Facility 

Svenhards was not one of the facilities that was initially 
recommended by LBNL for this study since this facility has 
high load variability and low weather sensitivity indicating 
that the loads are dominated by the process loads. 
September 18th is selected as a representative date for this 
site since the rest of the events were test events, their 
duration was short, or the pan washer was not operational at 
the time the event was dispatched. Due to the high 
variability of the loads, the actual loads do not closely 
follow the forecasted hourly loads for the event date (Figure 
10) and the difference between the forecasted loads and 
actual loads vary as much as the actual bid (Figure 11).  

 

Svenhard's 9/18/2009
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Figure 10 . Svenhard's actual load and forecasted hourly 
load on September 18, 2009 
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Figure 11 The difference between forecasted and actual 
loads at Svenhards on September 18, 2009 

The forecasted and actual ramp rate is the same because the 
strategy, which is automated shutdown of the pan washer, 
yields same results each time it is deployed. Actual demand 
reduction is higher than the forecasted reduction bid.  While 
the forecasting of loads is difficult for this facility, as long 
as the pan washer is operational when the PLP event is 
called, the ramp rate and the load reduction is consistent for 
each event.  

Table 4 . Svenhard's summary of performance on September 
18, 2009 

HE 15:00 HE 16:00 HE 17:00 HE 18:00

0.012/0.012 - - 120/143 -

Forecasted vs. Actual Average Load ReductionForecasted vs. 
Actual Ramp Rate 
(MW/min)
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5. CONCLUSION AND DISCUSSIONS 

The PLP events conducted by PG&E have been successful 
in proving that buildings in PG&E’s price-based Auto-DR 
programs can participate in wholesale ancillary services 
with fully automated communication infrastructure using 
OpenADR and existing DR control strategies. Traditionally, 
Auto-DR has been applied to price-responsive slow DR 
programs with notifications varying from 24 hours to 2 
hours before the DR event [7]. The load shed calculations 
for slow DR have been using 15-minute electric load data 
gathered from the revenue meter 24 hours after the DR 
events. Overall significance of the results of the PLP is 
summarized as follows: 

1. HVAC as an end use and global temperature 
adjustment as a DR strategy meet the 10-minute 
response time and two-hour duration requirements 
for wholesale ancillary services.  

2. OpenADR specification can be used to 
communicate wholesale DR events in an open and 
interoperable way.  From a customer’s perspective 
the transition from Auto-DR programs to PLP was 
seamless; they used the same infrastructure with 
no additional costs.  

3. Internet can be used for fast DR to dispatch non-
spinning ancillary services and still meet the 10 
minute load response time.   

From PG&E’s perspective, each site’s load had to be 
forecasted and bid into the CAISO’s system; 4-second 
telemetry had to be installed at each facility; automated 
communication between the ADS and DRAS had to be 
established; a secure file sharing system had to be set up; 
and settlements had to be incorporated into customer billing. 
A summary of the lessons learned from the pilot are: 

• Forecasting loads is a complex process and highly 
variable loads are extremely difficult to forecast. 
There is a need to develop better forecasting 
methods where load characteristics and changing in 
loads are better incorporated in the forecasting 
algorithms.  

• Cost of telemetry for each site needs to be analyzed 
and scalability issues need to be explored.   

• Settlements were not completed by the time this 
paper was written. Various value streams should be 
investigated.  

• Dispatch rules were assumed to be sorted at the 
CAISO system and little intelligence was 
programmed into the DRAS in terms of program 
rules. DRAS can be used as a second check point 
for dispatch rules. 

• Maximum duration of dispatch and number of 
events for the PLP sites is not sufficient to test 
sustainability of sheds.  
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Abstract 

On October 17, 2008, the Federal Energy Regulatory 
Commission (FERC) issued a Final Rule on 
“Wholesale Competition in Regions with Organized 
Electric Markets” in Docket Nos. RM07-19-000 and 
AD07-7-000.; Order 719. The Final Rule addresses 
four specific topic where reforms may advance the 
operation of organized wholesale markets. This article 
explores only the demand response proposals issued 
by FERC. This article argues that the FERC vision of 
bid-in, dispatchable demand response, aggregated and 
sold at the wholesale level may incentivize centrally 
controlled DR products that operate only during 
events, under contracts, or under utility tariff 
programs. The FERC policy may very well discourage 
efficient active demand response which is driven by a 
price, or value signal not an incentive payment. This 
article also explores the requirement to modify market 
rules to permit Aggregated Retail Customers (ARCs) 
to bid demand response directly into the organized 
wholesale energy requirements arguing that the FERC 
has long contemplated such a requirement, viewing 
demand response as a wholesale market transaction 
and thus within FERC jurisdiction under the Federal 
Power Act (FPA). Furthermore, this article argues that 
the FERC required modification of market rules to 
allow ARCs to bid directly create significant 
jurisdictional concerns for States within less mature 
markets such as Midwest Independent System 
Operator (MISO) and California. 
 

RECENT FEDERAL ENERGY REGULATORY 
COMMISSION ACTION ON DEMAND RESPONSE 

FERC’s Final Rule 719 on Wholesale 
Competition in Region with Organized Electric 

Markets requires “RTOs and ISOs to amend their 
market rules as necessary to permit an ARC to bid 
demand response on behalf of retail customers 
directly into the RTOs or ISOs organized markets, 
unless the laws or regulations of the relevant 
electric retail regulatory authority do not permit a 
retail customer to participate.”[1]  FERC’s Rule 
has greatest implications for the two ISOs that do 
not currently have a direct bid-in option for 
demand response.  While the California ISO 
(CAISO) currently allows Participating Load, a 
demand response resource, to bid directly into 
their organized markets, only the large California 
Department of Water Resources pump load is 
capable of meeting the technical requirements.1  
The MISO does not currently allow demand 
response resources to bid demand response 
megawatts direct into their organized markets.  
Demand response in the MISO states is State run, 
through “legacy programs.”2

1 For technical standards see 

  Of the roughly 2700 

http://www.caiso.com/docs/2001/01/22/2001012211532420
73.pdf.  The California ISO recently posted a straw 
supplement to allow demand response resources with 15 
minute and 1 hour interval metering to bid into their 
organized markets.  However, this straw proposal has not 
been approved by CAISO Board of Directors or been 
submitted to the FERC for approval.  See 
http://www.caiso.com/1c91/1c919e0e11c30.pdf.  
2 States within MISO have made demand resources 
available for the benefit of reducing demand for load 
serving entities (LSE) for a number of years.  These demand 
response programs were created at the state level through 
load control mechanisms, interruptible tariffs, or special 
contracts.  These demand response programs are referred to 
as “legacy” demand response.  See Comments of the 
Organization of MISO States on Advance Notice of 
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MW of demand response in California all are 
attributed to State regulated, IOU administered, 
demand response programs.   
 
FERC’s requirement that RTO and ISO market 
rules be amended to permit ARCs to bid directly 
into the wholesale market is arguably an attempt 
to create a RTO/ISO FERC jurisdictional demand 
response market. Such a demand response market 
system would parallel the State run demand 
response initiatives.  However, FERC’s new 
parallel demand response market may arguably be 
outside the reach of the State regulatory authority. 
This would mean that some actions of ARCs, to 
aggregate end-user customer load, if not already 
regulated by the State may be, hereafter, outside 
the control of State regulation. A brief history of 
FERC decisions and discussions involving 
demand response can help clarify.    

 
I n Shor t 

 
Looking back on FERC decisional history, it can 
be seen that FERC has attempted to define 
demand response as within FERC’s jurisdiction.  
The FERC’s primary rationale for exercising 
jurisdiction over RTO/ISO demand response has 
been that demand response involves an excess 
sale of energy for resale at the wholesale level. In 
essence, the decision by the end-use customer to 
curtail usage means that the load serving entity 
did not need to purchase those kilowatts to serve 
that customer. Therefore the kilowatts never left 
the wholesale market or the jurisdiction of the 
FERC.  If the LSE did not sell those kilowatts to 
the end-user then the energy is still available for 
bid at the wholesale level.   
 

F E DE R A L  E NE R G Y  R E G UL A T OR Y  
C OM M I SSI ON’ S J UR I SDI C T I ONA L  
A R G UM E NT  

Proposed Rulemaking to Docket Nos. RM07-19-000 and 
AD07-7-000, pg. 3-4, 
http://www.misostates.org/MinutesOMSBoDmtg13Sept200
7withAttachmentsApproved.pdf (2007). 

 

On March 14, 2001 in Removing 
Obstacles Order3, the FERC granted permission 
to wholesale customers to reduce consumption for 
the purposes of reselling their load reduction at 
wholesale.4  The Commission granted a blanket 
authorization to allow these sales at market-based 
rates.  In doing so, the Commission began to 
define the characteristics of these transactions that 
make them wholesale transactions, “These 
transactions are considered wholesale when they 
involve the sale for resale of energy that would 
ordinarily be consumed by the reseller.”5

 

  
Furthermore, the FERC went on to state- 

These transactions can occur in several ways.  An 
aggregator can line up retail load to acquire 
enough megawatts to resell in a manner similar to 
what aggregators do when they sell power to retail 
load under retail choice programs.  In addition, 
wholesale and retail load with contract demand 
service could resell their contract demands if the 
value of power is greater than the value of 
consumption.6

This is an early regulatory concept of 
Demand Response. 

 

 
It is important to note that in this 2001 Order 
FERC7

3 Removing Obstacles to Increase Electric Generation and 
Natural Gas Supply in the Western United States, 94 FERC 
¶61,272 (2001).  (In the order, the FERC requested 
comments from the State PUC’s on the issue of demand 
response and issue of jurisdiction.)   

 assimilates aggregator retail practices with 
wholesale practices. Yet what the FERC glosses 
over is the fact that in States where aggregators 
operate to resale retail load through retail choice 
programs the practices of those aggregators are 
directly impacting end-users who are protected 
through State regulatory oversight of load serving 

4 Id., at 61,970.   
5 Id., at 61,970.   
6 Id. 
7  Removing Obstacles to Increase Electric Generation and 
Natural Gas Supply in the Western United States, 94 FERC 
¶61,272 (2001).   
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entities; little or no regulation by Sates of 
aggregators who aggregate retail demand 
currently exists or is contemplated. 
 
The Commission reiterated its position later that 
same year in a PJM Interconnection Order8 again 
asserting that demand response transactions are 
wholesale transactions “when they involve the 
sale for resale of energy that would ordinarily be 
consumed by the [retail customer].”9 However, 
the FERC caveats its authority stating that it is 
“not encouraging actions that violated state laws 
or regulations.”10

 
 

In Order on Requests for Clarification and 
Rehearing11

 

 of Removing Obstacles to Increased 
Electric Generation and Natural Gas Supply in 
the Western United States, the FERC noting 
confusion over when a sale is retail or wholesale 
in a demand response scenario, structured a more 
formal definition of when a demand response 
transaction is wholesale.  The Commission stated- 

Transactions involving purchases of demand 
reduction are considered wholesale when they 
involve the sale for resale of energy that would 
ordinarily be consumed by the retail customer.  
We recognize that there is a fine line separating 
state and federal jurisdiction where a retail 
customer receives compensation for a load 
reduction.  Where a supplier directly compensates 
its retail customer for load reduction, state 
jurisdiction is indicated.  Where there are third 
parties involved, particularly where the 
transaction is tied to markets within our 
jurisdiction, then load reduction transactions 

8 PJM Interconnection Order Accepting Tariff Sheets As 
Modified, 95 FERC ¶61,306 ( May 2001). 
9 Id., at 62,043. 
10Id.    
11 Removing Obstacles to Increased Electric Generation and 
Natural Gas Supply in the Western United States, Order on 
Requests for Clarification and Rehearing, 95 FERC ¶ 
61,155 (July 2001) 

where the seller is a public utility would fall 
within our jurisdiction.12

 
  [Emphasis Added]. 

The Commission went on to state that its intent is 
not to undermine existing state demand side 
management programs, but to promote 
complementary wholesale programs.13

 
   

In an Order issued March 13, 2002, the 
Commission granted authorization and waivers to 
the New York Independent System Operator 
(NYISO) to implement a demand response 
program.14  The New York State Energy and Gas 
Corporation (NYSEG) requested clarification 
regarding the Commission’s jurisdiction over 
demand response transactions, specifically asking 
the Commission to clarify “that sales of power 
deemed to be made by a load serving entity (LSE) 
to its customers that participate in NYISO’s 
demand response programs are not Commission-
jurisdictional sales for resale, but rather are State-
jurisdictional retail sales.”15  The Commission 
clarified-the Commission may deem a load 
reduction arrangement to involve two separate 
and independent transactions:  the first being a 
‘sale for resale’ of power by the LSE to a retail 
customer that is participating in the programs (by 
generating electricity or reducing its electric 
consumption) (the Retail Sale), and the second 
involving the participating retail customer’s sale 
of power back to NYISO and the LSE, which was 
also viewed by the Commission as a sale for 
resale (the Program Sale).16

 
 

Here we begin to see FERC carving out two 
separate, possibly complimentary or parallel 
demand response markets.  The FERC names one 

12 Removing Obstacles to Increased Electric Generation and 
Natural Gas Supply In the Western United States, 96 FERC 
¶61,155 at 61,679 (2001). 
13 Id.  
14 New York Independent System Operator, 98 FERC 
¶61,268 (2002).   
15 Id., at 62,041. 
16 Id.   
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side of the transaction “the Retail Sale.”17

 

 The 
“Retail Sale” is the end-user sale of demand 
response kilowatts to the LSE.  It seems however 
that whenever demand response is aggregated by 
the LSE or customer for eventual sale in the 
wholesale market is then called a “Program Sale” 
and is therefore within the jurisdiction of the 
FERC. This is a very fine point but it essentially 
means that demand response programs that a 
utility uses simply to maintain distribution 
reliability are within the State jurisdiction.  
However once the LSE uses demand response 
curtailments as and economic mechanism, for 
eventual bid in the wholesale market, the 
transactions become the jurisdiction of the FERC.  

In a PJM Interconnection Order dated April 2002, 
the Commission formally adopted the view that 
the Program Sale is within its jurisdiction because 
“the end user is ‘selling’ the energy that it would 
otherwise purchase. The sale is to another party 
who will then reuse that energy to serve other 
entities.”18  The Commission added that demand 
response programs are within FERC jurisdiction, 
because of their oversight over the transmission of 
electric energy in interstate commerce.19  
Ultimately, the Commission concluded that PJM’s 
Emergency Load Response Program, was a tool 
enabling PJM to maintain transmission reliability 
during periods of capacity shortage, within 
FERC’s jurisdiction.20

 
 

In May of 2002, the Commission further justified 
its exercise of jurisdiction by adding, with respect 
to PJM’s emergency load response program, the 
absence of demand side response was a flaw in 
the markets by PJM which, if not corrected, could 
lead to dysfunction in those markets, and the Load 
Response Program is part of PJM’s attempt to 
correct that dysfunction.  PJM’s markets are 

17 Id. 
18 PJM Interconnection, Order Accepting Tariff Sheets as 
Modified, 99 FERC ¶61,139 at 61,573 (2002).    
19 Id. 
20 Id.   

within our jurisdiction, and the Load Response 
Program is thus within our jurisdiction as well.21

 

  
[Emphasis Added]. 

The Commission encouraged States to engage in 
collaborative efforts toward removing barriers to 
the implementation of demand response 
programs.22  In finding PJM’s Economic Load 
Response Program just and reasonable, the 
Commission rejected the view that “the 
[independent system operator] is forced to work 
under the assumption that all customers have an 
inelastic demand for energy and will pay any 
price for power.”23  Instead, the Commission 
determined that customers, with the right tools, 
can and will manage their electricity demand.24  
From a policy perspective, the Commission 
concluded that price signals to customers help to 
“mitigate market power as high supply bids are 
more likely to reduce the bidders’ energy sales.  
Suppliers thus have additional incentive to keep 
bids close to their marginal production costs.  
Demand-side price-responsiveness bids will also 
help to allocate scarce supplies efficiently.”25

 

 The 
author of this article finds these points valid. 

C H A I R M A N W E L L I NG H OF F  A ND T H E  
C A SE  OF  F E R C  OR DE R  719 
 

The FERC’s previous assertions of jurisdiction 
over demand response were the impetus for FERC 
Commissioner Wellinghoff’s recent statements in 
an Energy Law Journal article, entitled 
Recognizing the Importance of Demand 
Response:  The Second Half of the Wholesale 
Electric Market Equation.26

21 PJM Interconnection, Order Accepting Tariff Sheets as 
Modified, 99 FERC ¶61,227 at 61,938 (2002).   

  Here, Commissioner 

22 Id. 
23 Id., at 61,939. 
24 Id.   
25 Id. 
26 Jon Wellinghoff and David L. Morenoff, Recognizing The 
Importance of Demand Response: The Second Half of The 
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Wellinghoff explicitly states his view that FERC 
has jurisdiction over demand response because 
“the Commission’s statutory responsibilities 
justify its playing a role in regulating those 
resources.”27  To justify FERC’s jurisdiction over 
demand response, Commissioner Wellinghoff 
states that “because demand response directly and 
significantly affects wholesale rates, facilitating 
demand response is essential to the Commission 
fulfilling its responsibility for ensuring that those 
rates are just and reasonable.”28  Wellinghoff goes 
on to state that “to the extent that demand 
response can be characterized as involving a 
wholesale sale of electric energy in interstate 
commerce, it would fall within the Commission’s 
jurisdiction.”29  Commissioner Wellinghoff 
essentially echoes the Commission’s statement to 
the NYISO and PJM in 2002, that to ensure just 
and reasonable rates demand response is within 
FERC jurisdiction.  Ultimately, Commissioner 
Wellinghoff states that “Commission regulation of 
demand response and other distributed resources 
is warranted to prevent undue discrimination.”30

 
   

Commissioner Wellinghoff’s statement on FERC 
jurisdiction over demand response and possibly 
other distributed resources is far more inclusive 
then the original assertions made by the 
Commission in previous orders.  These assertions 
of jurisdiction over demand response by 
Commissioner Wellinghoff are reshaped in the 
2008 rule making which is the subject of this 
article.  
 
In his article, Commissioner Wellinghoff notes 
arguments raised against FERC jurisdiction, and 
in favor of State jurisdiction, over demand 
response and distributed generation.  A noted 
argument is that the FERC has no jurisdiction 

Wholesale Electric Market Equation, 28 Energy L.J. 389 
(2007). 
27 Id., at 396. 
28 Id. 
29 Id.   
30 Id.   

over demand response and other distributed 
resources because these resources fall within the 
“traditional and statutory jurisdiction of the States 
or that demand response involves a ‘retail sales 
transaction or retail energy demand transaction 
over which only the states have jurisdiction” 
because the Federal Power Act (FPA) does not 
convey authority to FERC in these areas.31

 

  Yet 
his answer seems incomplete, asserting that the 
FERC will not impede on State rules on demand 
response where such exist.   

Taken as a whole, the previous discussion gives 
pause when one considers the FERC’s recent 
Final Rule, Wholesale Competition in Regions 
with Organized Electric Markets32.  In this Final 
Rule, the FERC requires RTOs and ISOs to 
amend their market rules as necessary to permit 
an ARC (an entity aggregating demand response 
megawatts) to bid demand response on behalf of 
retail customers directly into the RTO’s or ISO’s 
organized markets.33   While this statement is 
qualified by the statement- “unless the laws or 
regulations of the relevant electric regulatory 
authority do not permit a retail customer to 
participate,”34

 

  no state currently has rules or 
regulations directly on point. Nor does any State 
have rules that protect or regulate the relationship 
between the demand response aggregator and the 
end-use customer, nor does the FERC.  

FERC’S EXERCISE OF JURISDICTION WILL HAVE 
VARIOUS UNINTENDED CONSEQUENCES.  THE 
CALIFORNIA MARKETS PROVIDE ONE SUCH 
EXAMPLE 
 

31 Id., at 397.   
32 Final Rule- Wholesale Competition in Regions with 
Organized Electric Markets, Docket Nos. RM07-19-000 and 
AD07-7-000, 125 FERC ¶61,071 (October 17, 2008).   
33 Removing Obstacles to Increase Electric Generation and 
Natural Gas Supply in the Western United States, Docket 
Nos. RM07-19-000 and AD07-7-000, at ¶128.  125 FERC ¶ 
61,071 
34 Id. 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 64



In a 1997 direct access case, the CPUC stated, in 
an appendix outlining the terms and conditions 
that apply to both the customer and the electric 
service providers who participate in Direct 
Access, “[Electric Service Providers] ESPs 
providing electric power shall have one or more 
Scheduling Coordinators, with no more than one 
Scheduling Coordinator per service account, for 
the purposes of reporting all the ESP’s end-use 
meter reading to the ISO.”35 Meaning that in order 
to track scheduling and economic transactions the 
state would limit customer meter representation to 
only one service provider. A question to ask is 
whether an ARC is similar enough to a service 
provider?   The CAISO mirrored this ruling by 
placing a similar requirement in their operating 
Tariff.36  The pertinent section of the Tariff states 
that “only one scheduling coordinator may 
register with CAISO for the meter or Meter 
Point…”37  Scheduling Coordinators essentially 
submit energy bids and schedules to the CAISO 
on behalf of their customers.  Both LSEs and 
ESPs use Scheduling Coordinators to submit 
schedules and bids to the CAISO on their behalf.  
To mitigate gaming, market manipulation and 
scheduling confusion as seen during the 
California energy crisis the California Public 
Utilities Commission instituted this rule.38

With the recent Wholesale Competition 
Rulemaking by the FERC, the Commission has 
opened the wholesale market to demand response 
aggregators.  These aggregators aggregate retail 

   

35 Order Instituting Rulemaking on the Commission’s 
Proposed Policies Governing Restructuring California’s 
Electric Service Industry and Reforming Regulation; Order 
Instituting Investigation on the Commission’s Proposed 
Policies Governing Restructuring California’s Electric 
Services Industry and Reforming Regulation, Decision No. 
97-10-087, Rulemaking No. 94-04-031 (Filed April 20, 
1994), Investigation No. 94-04-032 (Filed April 20, 1994), 
76 CPUC 2d 287 (Oct. 30, 1997). 
36 California Independent System Operator FERC Electric 
Tariff Amended and Restated Third Replacement Vol. No. 1 
section 4.5.1.1.3, available at 
http://www.caiso.com/1c78/1c7881ed6bec0.pdf (2007).     
37 Id.     
38 Supra note 36. 

demand response and would therefore be 
submitting bids to the wholesale market either 
themselves or through a scheduling coordinator. 
This scenario, encouraged by the FERC, would be  
in direct violation of the One SC per Meter rule 
adopted by the California Public Utilities 
Commission. Remember the language of the 
Wholesale Competition Rulemaking states that 
the wholesale market operator must open the 
market to demand response unless, “the laws or 
regulations of the relevant electric retail 
regulatory authority do not permit a retail 
customer to participate.”39

 

 The California One SC 
per Meter rule was not written in contemplation of 
demand response entities.  It was written to 
control and track the sale of energy to retail 
customers.  Therefore it is not a direct barrier to 
aggregators bidding demand response into the 
wholesale market, because the One SC per Meter 
rule is based on a sale of energy flowing 
downward to the end-use custome, not a 
transaction flowing upward from the customer to 
the wholesale market. Therefore FERC’s action 
has potentially placed California in jeopardy.  
FERC’s Rule 719 encourages a challenge to the 
one SC per meter rule.  Worse yet is the potential 
for a parallel demand response market encouraged 
by FERC yet not contemplated or regulated by the 
State.   

Further compounding the issue, the FERC in 2006 
investigated whether CAISO had unreasonably 
delayed work on amending its Tariff to allow 
more than one scheduling coordinator per meter 
as directed by the Commission in an October 
1997 Order.40  In the 2006 Order Addressing 
Outstanding Issues Relating to California 
Independent System Operator Corporation41

39 Supra Note 1. 

, the 

40 Order Conditionally Authorizing Limited Operation of an 
Independent System Operator and Power Exchange, 81 
FERC ¶61,122 at 61,509 (1997). 
41 Order Addressing Outstanding Issues Relating to 
California Independent System Operator Corporation, 115 
FERC ¶61,300 (2006).   

November 17-19, 2009 - Denver, CO Grid-Interop 2009 65

http://www.caiso.com/1c78/1c7881ed6bec0.pdf�


FERC, finding that CAISO had not complied with 
the October 1997 Order, directed CAISO to 
“either develop the software necessary to 
implement the Tariff revision ordered by the 
Commission or to propose alternatives.”42 The 
disconnect between the One Sc per Meter Rule, 
the Wholesale Market Competition rule has not 
been resolved. Recently the CAISO issued a 
report outlining the many barriers to direct 
wholesale market participation of demand 
response.43

 
 

In 2008 the CAISO began measures to amend its 
operations Tariff to comply with FERC’s 
directive to allow direct participation of demand 
response resources into the market. The CAISO 
defines direct participation as the ability for end-
use customers or Aggregators of Retail Customers 
(ARCs) to offer demand response resources into 
the CAISO’s wholesale electricity markets, 
through a Scheduling Coordinator, assuming all 
established requirements and regulations of the 
CAISO and of the Local Regulatory Authority 
have been met and any required coordination with 
the load-serving entity satisfied.”44 In November 
2006 the CAISO initiated a stakeholder process to 
begin receiving direction and input from various 
market stakeholders on wholesale market 
inclusion of Demand Response.45 Five work 
groups were created each led by either the 
CAISO, the California Energy Commission 
(CEC) or the California Public Utilities 
Commission (CPUC).46

42 Id., at 62,077.   

  The Vision for Demand 
Response Work Group led by the states regulatory 
agency, the CPUC, created a Vision for Demand 

43  
44 Issue Paper, Direct Participation of Demand Response 
Resources in CAISO Electrical Markets, December 22, 
2008, available at 
http://www.caiso.com/20a5/20a5e36d2a40.pdf 
45 MRTU Workshop on Demand Response, Agenda 
November 2, 2006, Available at 
http://www.caiso.com/1893/1893e40a3dc10.pdf 
46 See, Demand Response Initiative Archive, Available at  
http://www.caiso.com/1cbb/1cbbc8ec52810.html 

Response document.47 This document calls for 
direct participation of demand response resources 
into CAISO’s wholesale electricity markets, 
“Customers who have the ability should have the 
choice to sell their demand response to a Demand 
Response Provider or to the CAISO.”48 Given the 
endorsement of the Vision for Demand Response 
document by the California Public Utilities 
Commission and the California Energy 
Commission the CAISO began creating several 
products for demand response participation in the 
wholesale energy markets.  These products are 
defined mostly by the technical and reporting 
capabilities of the various demand response 
resources being offered to the wholesale market.  
For those resources capable only of day-head 
event notification with broad geographical 
dispatch CAISO created a product called Non-
participating Load.49 For demand response 
resources capable of day-of dispatch with various 
utility sub-region geographical definition the 
CAISO proposed a product known as Proxy 
Demand Resource.50 For demand response 
resources capable of node geographical reporting, 
dispatchable in near real-time with real-time 
telemetry and metering the CAISO create a 
product called Dispatchable Demand Response.51

47 See, California Demand Response: A Vision for the 
Future; Available at 

 

http://www.caiso.com/1fe3/1fe3ebb5d860.pdf 
48 California Demand Response: A Vision for the Future, 
page 2. Available at 
http://www.caiso.com/1fe3/1fe3ebb5d860.pdf 
  
49 See Draft Final Proposal: Post-Release 1 MRTU 
Functionality for Demand Response, Presentation by Jim 
Price, Lead Engineering Specialist Market and Product 
Development, Stakeholder and Demand Response Working 
Group November 5, 2008. Available at 
http://www.caiso.com/2074/2074e67d2a600.pdf 
50 See Draft Final Proposal: Post-Release 1 MRTU 
Functionality for Demand Response, Presentation by Jim 
Price, Lead Engineering Specialist Market and Product 
Development, Stakeholder and Demand Response Working 
Group November 5, 2008. Available at 
http://www.caiso.com/2074/2074e67d2a600.pdf 
51 See Draft Final Proposal: Post-Release 1 MRTU 
Functionality for Demand Response, Presentation by Jim 
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All these products are designed to include demand 
response participation in the CAISO wholesale 
electricity markets.  All are compliant with the 
FERC’s Orders to open the California wholesale 
energy market to direct participation of 
aggregated demand response.52

 

  While significant 
barriers do exist to direct participation of demand 
response resources in the California wholesale 
electricity markets, what FERC and the CAISO 
have made available through the FERC Orders 
and the CAISO stakeholder process is a 
marketplace for demand response unregulated by 
California’s regulatory agencies. Currently no 
regime is in place to protect end-users who wish 
to sell directly or enter into contract(s) with 
aggregators or ARCs to sell demand response 
megawatts.  This jeopardy situation is a direct 
consequence forced on the States by FERC 
actions to open the markets prematurely without 
proper coordination with the States. 

W hy 
 

Currently most demand response resources in 
California are controlled by the three regulated 
investor owned utilities.  The CPUC controls how 
these programs function and are structured 
through their regulatory authority over the States 
three IOUs; Pacific Gas and Electric (PG&E), 
Southern California Edison (SCE) and San Diego 
Gas and Electric (SDG&E). The role of demand 
response aggregators in the state of California is 
overseen indirectly through the CPUC’s power to 
regulate demand response through the investor 
owned utilities.  Several demand response 

Price, Lead Engineering Specialist Market and Product 
Development, Stakeholder and Demand Response Working 
Group November 5, 2008. Available at 
http://www.caiso.com/2074/2074e67d2a600.pdf 
52 Order Addressing Outstanding Issues Relating to 
California Independent System Operator Corporation, 115 
FERC ¶61,300 (2006) and Final Rule- Wholesale 
Competition in Regions with Organized Electric Markets, 
Docket Nos. RM07-19-000 and AD07-7-000, 125 FERC 
¶61,071 (October 17, 2008).   

aggregators or ARCs operating in California have 
signed contracts for aggregated demand response 
with both PG&E and SCE.53  These contracts pay 
for both capacity and energy supplied by demand 
response resources under contract to the 
aggregator who then sells the product to the 
utility.  The contract between the aggregator and 
the end-use consumer is an unknown.54

 

 This 
relationship between the aggregator and the end-
use customer is currently unregulated in 
California.  Because this relationship between the 
aggregator and the end-use customer is not 
directly regulated or overseen by any state agency 
this article foresees that actions of the FERC to 
open the wholesale market to direct participation 
of demand response resources supplied by 
aggregators has ignored and potentially created 
jeopardy for end-user, ratepayer abuse at the 
hands of entities which are not directly under the 
jurisdiction of the state energy regulator.  

Currently, in California, a number of barriers exist 
to wholesale market inclusion of demand response 
resources. As previously discussed, one barrier, is 
the current California one scheduling coordinator 
per meter rule and how this rule may apply to 
aggregator controlled demand response 
megawatts being bid into the wholesale market.55 
The CAISO, in a recent report, noted several other 
barriers including the availability of a revenue 
stream for directly bid demand response.56

53 Proceeding Number that approved the contracts. 

  The 
CAISO does not operate a capacity market as 
some other independent system operators. This 
problem is further compounded by the fact that 

54 Decision Adopting Demand Response Activities and 
Budgets for 2009 – 2011, A.08-06-011 et al., p. 124 , 
“PG&E and SCE state that aggregators are compensated to 
manage the customers they enrolled,  and that utilities do 
not know how the aggregator compensate their individual 
customers.”  
55 Infra note 36. 
56 California Independent System Operator, Demand 
Response Barriers Study (per FERC Order 719) April 28, 
2009, Freeman, Sullivan & Co. Available at 
http://www.caiso.com/2410/2410ca792b070.pdf  
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the CPUC has implemented resource adequacy 
requirements to ensure the procurement of the 
sufficient capacity resources by regulated 
utilities.57 The CPUC has also ruled that 
dispatchable demand response programs should 
count twords meeting resource adequacy 
requirements.58

 

  Demand response resources 
therefore have a value to the LSE to the extent 
they reduce the amount of capacity the LSE must 
purchase to meet RA requirements.  But as 
previously noted there is no mechanism or 
market, at this time, that provides capacity 
revenues directly to the DR customer or 
aggregator. Aggregators therefore have chosen to 
work with utilities through contracts for demand 
response. But how have those contracts been 
received?  What can aggregator behavior tell us 
about their independent operation, possibly 
unregulated activities should they take advantage 
of the option opened by the FERC to bid their 
demand response megawatts directly into the 
wholesale market circumventing the current state 
regulatory regime of contracted demand response 
megawatts? 

Recently in Decision Adopting Demand Response 
Activities and Budgets for 2009 through 2011, 
D.09-08-027, Judge Jessica Hecht ruled on an 
issue involving aggregator contracts signed 
between SCE and several California 
Aggregators.59

57 California Independent System Operator, Demand 
Response Barriers Study (per FERC Order 719), p. 30, April 
28, 2009, Freeman, Sullivan & Co. Available at 

 The Division of Ratepayer 
Advocates, a independent division within the 
CPUC charged with protecting ratepayers 
analyzed these contracts and their performance 
and argued that both the existing and proposed 
aggregator contracts with SCE are poorly 

http://www.caiso.com/2410/2410ca792b070.pdf  
58Decision Adopting Demand Response Activities and 
Budgets for 2009 through 2011, D.09-08-027, Issued 
8/24/09 
59 Decision Adopting Demand Response Activities and 
Budgets for 2009 through 2011, D.09-08-027, Issued 
8/24/09, p.143-146 

structured and do not include ratepayer 
protections beyond similar contracts rejected by 
the Commission in March of 2003.60 What 
alarmed the Commission is the assertion, 
successfully argued by DRA, is that “the payment 
and penalty history of the SCE contracts shows 
that in the months an event is not called, the 
aggregator is paid for capacity it has not shown it 
can deliver.”61 This meant that aggregators could 
and had been paid monthly capacity payment for a 
capacity product which they were not delivering.  
Taken further this meant that on the months that 
the aggregator was being paid for capacity, which 
it had not properly shown to possess, it was 
placing the contract and the utility in jeopardy of 
non-performance if the program was triggered to 
deliver energy to the contract holder SCE.  DRA 
therefore successfully argued as noted by Judge 
Hecht that the contracts “have significant 
potential to overpay aggregators for demand 
reductions rarely if ever delivered.”62 This article 
argues that DRA was successful in their assertion 
of mal-performance on the part of the aggregators 
because a settlement agreement between DRA, 
SCE and the aggregators had been reached and 
successfully adopted by the Commission.63

60 Decision Adopting Demand Response Activities and 
Budgets for 2009 through 2011, D.09-08-027, Issued 
8/24/09, p.144, See also D.08-03-017 where the 
Commission rejected similar aggregator contracts  

 That 
settlement amended the SCE aggregator contracts 
to include provision that adjust capacity payments 
based on an aggregator’s most recent performance 
in a Test, Re-Test or dispatch event to ensure that 

61 Decision Adopting Demand Response Activities and 
Budgets for 2009 through 2011, D.09-08-027, Issued 
8/24/09, p.144 
62 Decision Adopting Demand Response Activities and 
Budgets for 2009 through 2011, D.09-08-027, Issued 
8/24/09, p.145 
63 Decision Adopting Demand Response Activities and 
Budgets for 2009 through 2011, D.09-08-027, Issued 
8/24/09, p.145 
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payments during the ramp-up period and beyond 
are commensurate with actual performance.64 65

 
  

A further example of demand response aggregator 
performance troubles was addressed, a year 
previous, by the FERC in 2008.  In an Order 
entitles Order Accepting Tariff Revisions, Subject 
to Conditions the Commission approved PJM’s 
tariff revision designed to address demand 
response gaming potential inherent in PJM Open 
Access Transmission Tariff and PJM’s Operating 
Agreement.66 In 2006 PJM became aware that 
entities were seeking compensation for load 
reduction as part of PJM’s economic demand 
response program that would have happened 
regardless of the price or program dispatch signals 
from PJM.67 PJM therefore concluded that its 
economic demand response program was, 
“susceptible to gaming.”68 PJM proposed various 
tariff modifications to address the issues presented 
in the filing.  Modifications included changes in 
customer baseline load calculations, revising the 
definition of an event day, allowing participants to 
negotiate alternative baselines, creating a set of 
conduct codes that provides guidance as to which 
types of activity are not considered price 
responsive, establishing a review process for 
contesting or denying demand response 
registration and or settlements, establishing 
express aggregation rules and finally establishing 
flexible rules to enhance participation of self-
scheduled and dispatchable demand response.69

 
  

64 Decision Adopting Demand Response Activities and 
Budgets for 2009 through 2011, D.09-08-027, Issued 
8/24/09, p.145 
65 See also Attachment A to Proposed Decision of ALJ 
Hecht in Application A.08-06-001, Mailed 6-30-09.   
66 Order Accepting Tariff Revisions, Subject to Conditions, 
123 FERC ¶ 61,257, Issued June 12, 2008. 
67 Order Accepting Tariff Revisions, Subject to Conditions, 
123 FERC ¶ 61,257 at P. 2, Issued June 12, 2008. 
68  Order Accepting Tariff Revisions, Subject to Conditions, 
123 FERC ¶ 61,257 at P. 2, Issued June 12, 2008. 
69 See Order Accepting Tariff Revisions, Subject to 
Conditions, 123 FERC ¶ 61,257, Issued June 12, 2008. 

EnergyConnect, Inc. (ECI) an aggregator active 
nationally, including in the California markets, 
protested PJM’s filing. ECI argued, in part, that 
should PJM suspend ECI’s ability to participate in 
their market for improper conduct, all of ECI’s 
aggregate end-users, under contract to ECI, could 
be adversely affected.70

 

  Here we see an example 
of how the aggregator operates through 
exclusivity contracts with end-user customers and 
how those customers could be potentially harmed 
by potential malfeasance of the aggregator in a 
relationship between the aggregator and the end-
user which is unregulated by the FERC and in 
most cases unregulated by the State.  

Taken together these instances of aggregator 
behavior is worrisome.  We see that in cases in 
California aggregators were unable to meet the 
capacity requirements in contracts with IOUs.  In 
the East we see the specter of market gaming.  
These instances point to either highly 
sophisticated behavior to take advantage of a 
burgeoning industry or naivety of a wholly new 
industry.  Either way the entities that aggregate 
end-user demand response are placing the end-
user in a potentially disadvantageous position. 
The fact that the FERC is willing to open 
wholesale electricity markets to direct bid in 
demand response is a positive step forward.  
However most end-users are not in the business of 
selling curtailment nor are they familiar, or care to 
become familiar with wholesale market bid and 
settlement protocols. This creates a niche market 
for aggregators to operate.  However, FERC’s 
push to open markets to include demand response 
may have been short sided and premature, or a 
least lack proper due diligence to ensure that 
either the FERC or the States were prepared to 
protect the end-user from potential misconduct of 
an entity which offers a product similar to an 
energy service provider one which pays the 

70 Order Accepting Tariff Revisions, Subject to Conditions, 
123 FERC ¶ 61,257 at P. 12, Issued June 12, 2008. 
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customer for modified energy use as opposed to 
charging the customer for consuming energy.   
 
By 2012 California will be the first state to have 
deployed advanced meters to all end-users.  These 
units will be capable of reporting 15 minute 
interval data, which is enough frequency for 
acceptance in most demand response programs 
across the country, whether the program is 
operated at the wholesale market level or the 
utility level.  Residential demand response is an 
essentially untapped demand response resource 
yet with the proper technology such as AMI 
would be enabled to offer demand response.  
Aggregator business models are structured in such 
a way to take advantage of aggregating small 
residential loads and selling the demand response 
megawatts back to the wholesale market.  The 
business model of most utilities is not set up in 
such a manner as to make wise business sense to 
resale purchased power back to the wholesale 
market.  A move which could decrease utility 
revenue. Therefore as AMI and other smart grid 
assets are deployed throughout the country to end-
users we can see a healthy market for aggregator 
participation.  Alarm bells should be going off at 
various State regulatory bodies.  Here we have the 
potential for an entity to enter into contracts with 
end-users who are probably not aware of how 
energy markets functions.  These relationships are 
not overseen by any regulatory body.  They are 
not within the jurisdiction of the FERC because 
these transactions are with the end-user and are 
therefore within the exclusive jurisdiction of the 
State.  This author was not able to find one state 
which regulates or oversees, directly, the 
relationship between the end-user and demand 
response aggregators.  The States needs to take 
primary regulation over Demand response.  That 
is the primary transaction for demand response is 
at the retail level and States should be free to 
structure this demand response marketplace as 
they see fit.  The FERC should be barred from 
attempting to open a parallel or complimentary 
marketplace within the State.  The FERC’s place 

with respect to DR is only at the wholesale market 
level and  should be relegated to wholesale market 
structure and how that structure incorporates DR.  

  
Although this author supports FERC’s efforts to 
require RTOs and ISOs to amend their market 
rules to permit ARCs to bid demand response on 
behalf of retail customers directly into RTOs and 
ISOs organized markets, one should be cautious 
of the proposal’s implementation.71  California, 
for example, is a sizeable market, and currently 
demand response aggregators face an impediment 
to directly bid their demand response megawatts 
into the wholesale energy market because, as 
already mentioned in the preceding paragraphs, 
current CPUC policy is such that each meter may 
only be served by one Scheduling Coordinator.72

 

  
Allowing ARCs to directly bid their demand 
response megawatts into the wholesale energy 
market could potentially create a separate and 
distinct energy market, outside State jurisdiction 
despite the interactions and impacts on retail 
customers.  Current policies enable the CPUC to 
indirectly influence the business practices of 
ARCs through their contractual relationship with 
California IOUs.  However, this author again 
cautions that opening a demand response market 
to ARCs may leave the retail customers 
unprotected and not adequately informed due to 
the current lack of a proper regulatory framework. 

71 Comments of the Public Utilities Commission of the State 
of California to Docket Nos. RM07-19-000 and AD07-7-
000, p. 16 (April 21, 2008). 
72 Order Instituting Rulemaking on the Commission’s 
Proposed Policies Governing Restructuring California’s 
Electric Service Industry and Reforming Regulation; Order 
Instituting Investigation on the Commission’s Proposed 
Policies Governing Restructuring California’s Electric 
Services Industry and Reforming Regulation, Decision No. 
97-10-087, Rulemaking No. 94-04-031 (Filed April 20, 
1994), Investigation No. 94-04-032 (Filed April 20, 1994), 
76 CPUC 2d 287 (Oct. 30, 1997). 
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C ONC L USI ON T O J UR I SDI C T I ONA L  
A R G UM E NT  
 

It is evident from previous FERC decisions that 
the Commission considers demand response to be 
within its jurisdiction.  Coupled with FERC’s 
directive to the CAISO to remove the one 
scheduling coordinator per meter rule in Tariff 
section 4.5.1.1, Commissioner Wellingoff’s views 
in favor of FERC jurisdiction over demand 
response, come to a confluence in the recent 
FERC Final Rule in Order No. 719 to eliminate 
all barriers to direct bid in demand response.  
These events give reason to pause and ask- “does 
the FERC intend to open a demand response 
market? Is it one outside the State regulatory 
reach? If so, what does this mean for rate payers?”  
With lack of State jurisdiction, retail customers 
may be inadequately protected.  Customers will 
be solicited by different, unknown, entities 
without fully knowing the intricacies of the 
services provided by ARCs and the value of such 
service.  Traditionally, through the restructuring 
period, the States have had almost complete 
jurisdiction in regulating service provider’s 
interactions with retail customers.  If the FERC 
Rule to require RTOs and ISOs to amend their 
market rules as necessary to permit ARCs to bid 
demand response on behalf of retail customers 
directly into the market takes hold and does 
encourage a parallel federal DR marketplace the 
States will struggle to control a growing demand 
response market.  
 

PAR T  I I  
 
T H E  DE M A ND R E SPONSE  M A R K E T  
ST R UC T UR A L  PI T F A L L S OF  F E R C  
OPE NI NG  T H E  W H OL E SA L E  M A R K E T S 
T O A R C  B I D DE M A ND R E SPONSE  
 
Many will agree that the most efficient and 
elegant form of demand response is one driven by 
rate structures.  Dynamic rate structures whether 

simple TOU, CPP or real-time rates encourage the 
customer to change their energy usage habits or 
patterns for the simple incentive of a lower 
electricity bill.73 The push by Congress to 
investigate, report and collect information on 
dynamic rates and Advance Metering 
Infrastructure shows the direction Congress 
wishes to take demand response.74 Dynamic rates 
structures, and the appropriate consumer response, 
release the LSE of the need to create demand 
response programs which require front office 
activities such as outreach, marketing and 
subscription; back office activities such as billing, 
measurement and verification and payment.75

 

  
Programmatic, incentive based demand response 
requires, regulatory oversight, teams of people to 
create, manage and operate each different demand 
response program.  The customer becomes used to 
receiving monies for performance, usually in 
lump sum payments.  This article argues that 
FERC actions in Order 719 exacerbate the 
problems and inefficiencies created by 
programmatic driven demand response, 
encouraging programmatic type demand response 
to be bid into the wholesale market by 
aggregation of retail customers. 

73 “ A system including measurement devices and a 
communication network, public and/or private, that records 
customer consumption, and possibly other parameters, 
hourly or more frequently and that provides for daily or 
more frequently transmittal of measurements to a central 
collection point.  AMI has the capacity to provide price 
information to customers that allows them to respond to 
dynamic or changes prices.”  A National Assessment of 
Demand Response Potential, Staff Report, Federal Energy 
Regulatory Commission, June 2009.  Prepared by The 
Brattle Group, Freeman, Sullivan & Co., Global Energy 
Partners, LLC. 
74 See Energy Policy Act of 2005 Section 1252 Smart 
Metering. See also  Energy Information and Security Act of 
2007 Section 529.  
75 “The direct connection between wholesale prices and 
retail rates introduces price responsiveness into the retail 
market, and serves to provide important linkages between 
wholesale and retail markets. Assessment of Demand 
Response and Advanced Metering, Staff Report, Docket 
AD06-2-000 August 2006, p. 61 
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Although the FERC agrees that dynamic rates 
create, “the direct connection between wholesale 
prices and retail rates [which] introduces price 
responsiveness into the retail market,” serving an 
important linkage between the two markets and 
the end-user, it seems that FERCs requirement 
that the ISO/RTOs to open their markets to 
aggregator bid-in DR is contrary to an effective 
rate driven demand response market structure.  
Curtailment Service Providers or as FERC 
identifies them as ARCs, do not have the authority 
to change retail rates. Therefore these entities sign 
bilateral contracts with end-users for event driven 
curtailments at a preset price.  Some of these 
contracts pay a monthly reservation fee to the 
end-user, otherwise known as a capacity price.  
These contracts also pay the customer an 
additional incentive for performance or what is 
otherwise known as an energy price.  This type of 
incentive structure offers the end-user lump sum 
payments for agreeing to sell curtailment options 
to the aggregator who in-turn sells the unused 
power at the wholesale market.  The customer 
must be outfitted with telemetry and metering and 
communication protocols must be instantiated to 
ensure that the customer initiates the contracted 
curtailments.  Measurement and verification of a 
curtailment is a complicated business.  Baseline 
methodologies are as unique as the geography of 
any one State.  It was these baseline 
methodologies that created the potential for 
gaming in PJM’s demand response market in 
2006.76  In states like California where 
aggregators must work under contract to the 
investor owned utility to supply demand response 
complicated contracts between the aggregator and 
the IOU must be approved by the regulator, 
sometimes with mixed results.77

76 Order Accepting Tariff Revisions, Subject to Condition 
Docket No. ER08-824-000 123 FERC ¶ 61,257 

 

77 See Order Approving Four Southern California Edison 
Company Demand Response Contract, Decision 08-03-017, 
March 13, 2008 California Public Utilities Commission; See 
also 77 Decision Adopting Demand Response Activities and 
Budgets for 2009 through 2011, D.09-08-027, Issued 

 
In her concurring and dissenting opinion in Order 
719 Commissioner Kelly stated in dissent that 
requiring RTOs and ISOs to implement Scarcity 
Prices without ensuring that consumers be given 
the “ability to respond to higher prices,” 
troubling.78

 

  This author too finds it troubling that 
FERC has encouraged a form of demand 
response, incentive driven demand response, 
without first encouraging a more elegant and 
efficient form of demand response, rate driven 
demand response capable of meeting not only 
scarcity pricing demand but market demand in 
general without taxing the consumer with 
additional programmatic costs. 

C OOR DI NA T I NG  PR OG R A M M A T I C  DR , 
A G G R E G A T OR  PA R T I C I PA T I ON, 
B E T W E E N T H E  W H OL E SA L E  A ND 
R E T A I L  M A R K E T S 
 
The scheduling and coordinating efforts required 
to incorporate aggregator sponsored DR into the 
wholesale market is an inefficient mechanism to 
harness the benefits of demand response.  While 
FERC’s actions to incorporate aggregator demand 
response into the wholesale market is 
commendable, efforts should have been taken to 
ensure proper coordination between the wholesale 
and retail markets.  Arguably the most efficient 
form of coordination is through a dynamic rate 
type mechanism.  However such would require 
FERC, ISO/RTO, LSE and State Regulatory 
coordination on policy and implementation.  
FERC, regrettably, truncated any coordination 
with the issuance of Order 719. 
 
C oor dination effor ts in C alifor nia 
 

8/24/09, p.144, See also D.08-03-017 where the 
Commission rejected similar aggregator contracts  
78 FERC Order 719 Wholesale Competition in Regions with 
Organized Electric Markets, Docket No. RM7-19-000, 
AD07-7-00 Commissioner Kelly, concurring in part and 
dissenting in part.   
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With over 2500MW of curtailable load California 
represents one of the largest demand response 
market places in the country.79  However recent 
regulatory filings show that coordination is 
lacking between aggregator sponsored demand 
response, LSEs, and wholesale markets.  On July 
9, 2008 the Alliance for Retail Energy Markets, a 
consortium of energy service providers, (AReM) 
filed a protest in application proceedings A.08-06-
001, 002 and 003, California’s proceeding to 
review IOU sponsored demand response 
programs, goals and budgets for 2009-2011.  
Energy service providers (ESP) in California 
serve direct access customers.  These customers, 
are not part of the IOU regulated customer base 
and are therefore not eligible for most of the 
demand response programs offered by the IOUs.  
However direct access customers are eligible for 
enrollment in aggregator sponsored programs. 
AReM’s protest in part stated that such programs 
“hamper electric service provider operations.”80  
Specifically AReM noted that it had found, utility 
contracts with third-party aggregators and end-use 
customer (where applicable) for DR programs fail 
to specify notice to the ESPs.  While other such 
agreements do require notice to ESPs, there are no 
specifics about the timeliness or the form that the 
notice should take.  More significantly, none of 
these agreements contained any provisions to 
enforce the notice requirements.  The ESP 
contractual relationship is with its customer; it has 
no contractual relationship with a third party- 
aggregator or with the utility for DR purposes.81

79 Assessment of Demand Response and Advanced Metering 
2007, Federal Energy Regulatory Commission, Staff 
Report, September 2007, p. B-6.  See also The California 
Energy Commission’s forecast of the three utilities peak 
demands can be found at 

 

http://www.energy.ca.gov/2007publications/CEC-200-
2007-015/CEC-200-207-015-SF2.pdf 
80 Protest of Alliance for Retail Energy Markets, before the 
California Public Utilities Commission, A.08-06-001,002, 
and 003 filed on July 9, 2008. 
81 Protest of Alliance for Retail Energy Markets, before the 
California Public Utilities Commission, A.08-06-001,002, 
and 003 filed on July 9, 2008 at p. 6 

Essentially what AReM is stating is that 
aggregators in California were signing contracts 
with direct access customers without notification 
to the ESP.  Once a curtailment was called the 
ESP was notified to make a transfer of energy to 
the IOU on a moments notice. 
 
When the DR program coordinator (the 
aggregator) notifies the ESP that the SC-to-SC 
transfer is required, this is often the first time that 
the ESP becomes aware that its customer has 
enrolled in the program and is expected to curtail 
load the next day or the next hour….this just-in-
the-nick-of-time notification to the ESP is not in 
the best interests of the customer, who may have 
pre-existing contractual arrangements to address 
with the ESP, nor will it facilitate the smooth and 
effective operation of the dispatchable DR 
programs themselves. 82

 
 

In PJM we see a different regime for aggregator 
participation in the market.  The system amounts 
to a complex system of coordination and 
notification. 
 
C OOR DI NA T I ON I N PJ M  
 
PJM treats curtailment service providers 
(aggregators) as “special members” of PJM that 
participate in the Interchange Energy Market.  
Curtailment service providers (CSP) are treated as 
special members because of the resource they 
provide, demand response.83

82 Protest of Alliance for Retail Energy Markets, before the 
California Public Utilities Commission, A.08-06-001,002, 
and 003 filed on July 9, 2008 at p. 7 

  This special 
members status, and the way afforded to CSPs is 
unique within PJM principally because the 
resource type offered which thereby implies that 
demand response is treated differently from 
generation within PJM. Regardless of this 

 
83 PJM Manual 11: Scheduling Operations, Revision: 43 
Effective Date September 24, 2009, Prepared by Forward 
Market Operations, p. 104. 
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argument we can see how complex a system of 
coordination and notification PJM has structured 
for demand response resources and their 
representative CSPs. 
 
For a resource to be registered through a CSP to 
PJM for supply of demand response the CSP 
must, in part, supply the following: customer 
energy supplier, electric distribution company, 
pricing zone, PNODE, dispatch contact 
information (if willing to be dispatched by PJM), 
retail rate, metering requirements and if the 
reduction under a load management contract prior 
to 6/1/2002.84  To collected information for 
settlement and baseline establishment the CSP 
must submit to the customer and the LSE a 
customer usage information authorization for PJM 
load response programs.85  Upon submittal of the 
information PJM will review the proposed 
baseline methodology, confirm with the 
appropriate load serving entity, electric 
distribution company whether the load reduction 
is under other contractual obligations, confirm 
with the customer’s LSE whether the demand 
response is served under day-ahead or real-time 
LMP based contract for energy delivery, verify 
the transmission and generation (retail rate) 
charges with the appropriate EDC and LSE,  and 
verify whether or not the resource is subject to a 
load management contract.86  After all this, 
notification that the resource has been accepted by 
PJM as a demand response resource is the 
responsibility of the CSP or the customer.87

 
  

84 PJM Manual 11: Scheduling Operations, Revision: 43 
Effective Date September 24, 2009, Prepared by Forward 
Market Operations, p. 106-108. 
85 PJM Manual 11: Scheduling Operations, Revision: 43 
Effective Date September 24, 2009, Prepared by Forward 
Market Operations, p. 109 
86 PJM Manual 11: Scheduling Operations, Revision: 43 
Effective Date September 24, 2009, Prepared by Forward 
Market Operations, p. 112-113 
87 PJM Manual 11: Scheduling Operations, Revision: 43 
Effective Date September 24, 2009, Prepared by Forward 
Market Operations, p. 113 

For a demand resource to receive a settlement 
from PJM for performance several forms of 
information must be submitted post performance.  
Metering data must be submitted to PJM within 
60 days of the reduction.88 PJM will check to see 
that notification and settlement hours match. If the 
settlement hours do not match, then PJM will 
review the CSP’s settlements for up to the 12 
month prior to determine if free-ridership is 
present.89  Metering data must be supplied for the 
hour before, hour-of and hour after the 
curtailment.  This metering data is then forwarded 
to the EDC and the LSE who then have 10 days to 
provide feedback.90

 

  All this coordination and 
information still does not touch on the 
complexities of calculating the customer baseline. 
Which while relevant to this discussion is so 
complex that a separate issue paper could be 
written on the topic as baseline calculations are 
still a moving target among the various entities 
charged with measurement and verification of 
demand response resource performance. 

The coordination, notification and communication 
complications and extensive efforts needed to 
incorporate ARC bid demand response into the 
wholesale markets leads one to ask why would 
FERC pursue further establishing such a structure 
when AMI and the capability of  retail customers 
to respond dynamic rates is close at hand?  This 
author commends FERC and its actions to 
incorporate demand response into the wholesale 
markets.  This action has placed emphasis on 
demand response as a viable market resource and 
has highlighted its capabilities.  However this 
article argues, in part, that the unilateral move by 
the FERC to open the markets to ARC bids will 

88 PJM Manual 11: Scheduling Operations, Revision: 43 
Effective Date September 24, 2009, Prepared by Forward 
Market Operations, p. 117 
89 PJM Manual 11: Scheduling Operations, Revision: 43 
Effective Date September 24, 2009, Prepared by Forward 
Market Operations, p. 117 
90 PJM Manual 11: Scheduling Operations, Revision: 43 
Effective Date September 24, 2009, Prepared by Forward 
Market Operations, p. 118 
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only breed complications in bid, settlement, 
notification and most importantly regulation.  The 
FERC recently added a state relations division led 
in part by former Vermont Public Service Board 
staff member Sandy Wienstein.  This is an 
excellent move by the FERC, as FERC should be 
working with the State commission’s to find the 
best way to incorporate demand response 
resources, which are primarily retail resources 
(retail customers).  Coordination between the 
States and the wholesale markets is the best and 
most viable long term strategy for a solid structure 
which allows demand response to impact 
wholesale market prices.   
 
A  PL A T F OR M  F OR  E F F I C I E NC Y  A ND 
E L E G A NT  PA R T I C I PA T I ON OF  DE M A ND 
R E SPONSE  A S A  M A R K E T  R E SOUR C E  
 
T he pr oblem with incentives 
 
Currently most demand response is cultivated 
through a process whereby the end-user agrees to 
curtail usage in exchange for a monetary incentive 
either as an energy payment, or a capacity 
payment or both.  These payments can be quite 
lucrative, paying many large users tens of 
thousands of dollars per year.  With few 
exceptions most demand response programs work 
this way.  Niagra Mohawk, Southern Company 
and those States which have instituted some form 
of CPP or VPP such as California are generally 
the only programmatic exception to incentive 
driven demand response. 
 
FERC Order 719 perpetuates the incentive 
mechanism for achieving demand response 
megawatts.  No aggregator operates a rate based 
demand response program.  These entities because 
they do not serve energy to consumers cannot 
charge or change the rates of those taking service 
from the LSE.  Therefore aggregators operate on 
an incentive platform.  These programs usually 
call the end-user for curtailment for a set number 
of times out of the year, at a set incentive price 

per kilowatt, for a set time period usually 2-6 
hours. Most customers of aggregators are 
commercial and industrial facilities.  The 
incentive monies received from the aggregator 
can be in the several tens of thousand of dollars.  
The customer becomes used to these large lump 
some payments for participation in programs.  
The regulatory body that then wants to change 
demand response platforms away from incentive 
based payments must then justify or explain to 
these, often politically powerful companies, how 
dynamic rate based demand response is a more 
efficient form of demand response.  
 
An example of the political pressure that a 
regulatory body may experience can be seen, 
again in California.  In Rulemaking R.07-01-041 
Phase III Judge Sullivan is attempting to 
adjudicate moving some of California’s 2000 MW 
of emergency demand response to a CAISO price 
or bid based trigger as opposed to a CAISO 
reliability trigger.  CECLA, a consortium of large 
commercial and industrial end-users has argued, 
(despite the fact that the emergency resources 
have only been called on 10 times since 2002 (not 
at all in 2003 or 2007)) that the majority of 
California demand response megawatts should not 
be moved to a more frequent trigger because 
California would risk losing subscription to its 
demand response programs, particularly its 
emergency demand response programs.  Rather 
then play chicken with this powerful group of end 
users the CPUC is looking into moving 900 MW 
of SCE’s, AC cycling program (made mostly of 
small commercial and residential customers) to a 
non-emergency trigger. 
 
R ates, dynamic pr icing is the most efficient 
for m of demand r esponse 
 
Dynamic pricing, whether, CPP, TOU or Real-
time rates are a more efficient mechanism to 
harvest demand response megawatts rather than 
programmatic, incentive mechanisms.  There is no 
bidding and settlement, no complicated baseline 
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measurements, less utility staff needed and overall 
fewer monies expended to receive an end-user 
response to market and grid conditions.  
 
FERC’s Order 719 is an extraordinary leap 
forward for demand response.  Recognizing the 
merits of demand response as a market assets is 
the most important aspect of the ruling.  Requiring 
that wholesale markets incorporate, open their 
markets to demand response resources, is also an 
extremely important step for demand response 
and the market in general.  However FERC’s 
unilateral movement to open a demand response 
marketplace was perhaps too exclusive.  Had the 
FERC worked closely with the States, perhaps the 
more progressive, may have found ways to work 
with the FERC on a plan to move toward dynamic 
pricing tied to wholesale market prices that would 
encourage demand response that meets the needs 
of all parties.   
 
In her dissent and concurrence of Order 719 
Commissioner Kelley, stated that the Order 
requiring the ISOs and RTO to institute scarcity 
pricing before end-users where properly enabled 
to response to such event was not an agreeable 
action.  Scarcity pricing events happen when all 
capacity has been dispatched yet demand exceeds 
generation.  During such events the market price 
cap is lifted in an attempt to entice additional 
resource participation.  Logically the one resource 
that could and would respond to such events is 
demand.  However, scarcity pricing events are 
generally short in duration yet may happen several 
times at day.  What Commissioner Kelley was 
alluding to is that if the end-user was enabled in 
such a manner to know and respond to such 
events they most likely would, but AMI (the main 
enabler) is yet ubiquitous throughout the States 
and therefore most end-users are blind to scarcity 
pricing events.  Such events will ultimately affect 
rates but not until the next rate case.  FERC’s 
push to institute scarcity pricing again would have 
been best accompanied with an out-reach 
campaign to the States to work on various 

methodologies and regimes to institute such a 
mechanism as scarcity pricing while protecting 
and enabling end-users to contribute to mitigation.  
Again one of the best ways to do this would have 
been through State, Federal workshops on 
dynamic rate structures.   
The current programmatic model for demand 
response means that only resources large enough 
with a great deal of technical sophistication can 
bid or be aggregated and bid into the market 
during scarcity pricing events.  Relying on these 
larger entities and their aggregator representatives 
is an inefficient mechanism to mitigate scarcity 
pricing events.  It is also an inefficient model to 
harness demand response. California’s default 
CPP rate for large customers is an excellent first 
step to tie wholesale events such as scarcity 
pricing with retail.  
 
T r ansactive contr ol 
 
FERC’s Order 888 and 2001 establishing the 
wholesale markets were ground breaking 
decisions.  Over the years these markets have 
created an effective pricing model known as nodal 
pricing or locational marginal price (LMP).  The 
LMP incorporates, generation availability, 
transmission availability, demand, congestion and 
constraints as they relate to proximate location of 
withdrawal and injection of energy.   
 
Taken a step further and combined with dynamic 
rate structures the nodal model, if extended 
through the distribution grid, provides what could 
be the most elegant and most efficient grid 
operations mechanism we have yet seen.  In 2006, 
in a project known as the GridWise 
Demonstration Project, DOE, PNNL IBM and 
BPA demonstrated just such a model, named 
transactive control.   
 
The experiment demonstrated a nodal hierarchical 
system whereby grid needs and objectives where 
incorporated into a five minute pricing signal 
which was adjusted at each downward node.  
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Each downward node incorporated local 
conditions, demand and availability into the 
pricing signal.  Such nodes could be extended all 
the way into the home.  A node at the sub-
transmission point of delivery, could be affected 
by the various distribution substations, the bus 
bars, the feeders, and the distribution transformers 
all of which could as hierarchical nodes affect the 
transactive pricing signal.  What this also meant is 
that control of the system became distributed, as 
opposed to centralized at the utility.  Each node 
need only send back up the hierarchy necessary 
aggregated information.  This means that 
operators would see only the needed aggregated 
asset information not thousands or millions of 
singular points of end-user or demand side asset 
information which would then have to be 
optimized at the grid operators level, whether 
distribution or transmission grid level. Such a 
nodal hierarchical system can incorporate all 
aspects of the grid from bulk generation to single 
end-user usage and availability patterns. 
 
The transactive control mechanism piloted in the 
GridWise Demonstration project was so 
successful that operators of the experiment were 
able to exactly match demand and supply for long 
periods of time.  They were able, during highly 
demanding seasonal periods, to lower demand by 
nearly 50% for several days and extract a high 
level participation from end-user without their 
inconvenience.   
 
Had FERC been working with the States on how 
to incorporate demand response into the market as 
opposed to working unilaterally to create a 
separate paralleled demand response market it is 
possible that we could have seen the extension of 
the nodal mechanism utilized by the bulk grid and 
ISO/RTO operators into the distribution grid.  
This nodal system would have operated on a 
dynamic rate like structure instead of a 
perpetuation of the programmatic incentive driven 
demand response offered to the market by 
unregulated entities. 

 
FERC Order 719A and NAESB Priority 
Action Plans 3, 4, and 9 
 
In Order 719A the FERC announced that it will 
adopt smart grid standards set by a process led by 
NIST.  NIST requested NAESB to work on 
demand response standards for the smart grid 
implementation standards.  NAESB has created 
three priority action plans 3, 4 and 9 all attempt to 
standards commonality among demand response 
within both retail and wholesale markets so that 
integration into the wholesale markets can be 
seamless or interoperable.   
 
The work by NAESB on these standards is a 
positive step in the right direction, collaboration 
among stakeholders.  Standardizing the 
communication, pricing and signaling information 
needed to integrate demand response programs 
whether retail or wholesale will go a long way to 
interoperability and commonality.  Opening to 
process to stakeholders is a favorable approach 
which State regulators should be paying close 
attention to.    
 

C ONC L USI ON 
 

Overall FERC Order 719 was excellent policy 
giving demand response the support it needed to 
be properly regarded as a market asset.  However 
what FERC has done is inadvertently opened a 
parallel demand response marketplace whose 
primary contributors are unregulated entities 
which must interface with the States end-users.  
Coordination between the FERC and the States 
could have opened a demand response market 
place that could have been more efficient with 
greater protection for the end-user. 
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Abstract 

While the core operations of the grid attract the most 
smart grid attention, the most important smart interactions 
will come from the grid’s end nodes which include 
industrial facilities, commercial buildings and homes. The 
end nodes do not have the constraints on technological risk 
and on diversity that the core grid does. Individual owners 
and operators can make their own decisions. Approaches 
that maximize incentives for technology adoption in and 
wide participation of the end nodes will likely best 
accelerate smart grid deployments. 

This paper draws on best practices in software integration, 
applying the literature on barriers to value creation, and 
discusses common approaches in energy integration today 
and tomorrow. 

1.  INTRODUCTION 
Traditional business models have discouraged end node 
participation. Utilities have provided both price and risk 
arbitrage to the end nodes. This double arbitrage has 
reduced end-node interest in working with the grid, and 
reduced consumer propensity to offer premium prices to 
different power generators.  

Today, grid operating margins are slim and volatile energy 
sources provide a growing portion of the grid’s power. The 
need for and benefits from end node participation in 
matching energy supply and demand will only grow in the 
future. 

Current practices to balance energy supply and demand are 
difficult and intrusive. They are complex because they rely 
on direct management of systems within the end nodes 

that serve diverse purposes and use many technologies. 
They are intrusive, because they use un-invited remote 
control to change conditions in customer homes and 
businesses. They are often ineffective, because they 
manage efforts rather than results. 

To limit diversity and intrusiveness, grid operators have 
committed to minimal response—and minimal benefits.  

Each end node is a microgrid, supporting multiple systems 
that provide multiple services to its owners and occupants. 
A growing number of these microgrids include services for 
energy generation and storage as well. These operators of 
these microgrids, homeowners and businesses, are better 
positioned to optimize benefits and energy use within the 
end nodes than any remote operator can be. We call these 
self-optimizing end nodes “smart load”  

2. THE PROBLEM OF ENGAGEMENT 
If a grid is not transactive, it's not a smart grid.[1] With 
these provocative words, Dr. Kiesling addresses the 
fundamental issue of engaging the end nodes in balancing 
energy supply and demand, as well as the similar problems 
of site-based storage and site-based generation. Smart 
energy requires the balancing of energy supply and 
demand.  

2.1. Consumer avoidance of risk 
Every decision is an assumption of risk. Traditional markets 
in electricity have been designed to manage risk for the 
consumer and, to the extent practicable, to eliminate it. 
Fixed prices set by public commissions limit price risk. 
Reliability risk has been managed by centralized base-load 
generation with little regard for over-supply. Arbitrage of 
risk has always been a significant, if tacit, component of the 
offerings of the traditional utility business model. 
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This model is already breaking down, as shown by the 
increasing interest in Demand Response (DR). Current U.S. 
public policy will make this problem worse. Any significant 
inclusions of renewable and un-reliable energy sources will 
increase the volatility of energy supply on the grid; the 
problem of aligning supply and demand will grow worse. 

Consumers must be encouraged to participate in energy 
decisions. This can only be seen as an increase in consumer 
risk. Such assumption risk can either be mandated, or it can 
be bought. Only the latter will encourage the development 
of new technologies and new approaches. 

2.2. Growing diversity of market interactions 
Traditionally, the grid has been seen as the source of all 
energy. End nodes have been seen as pure consumers of 
energy. When we use the term end nodes in this paper, we 
mean anything attached to the grid which is not the grid, 
and which is not a bulk generator. End nodes have 
traditionally been classified as Residential, Commercial 
Buildings, and Industrial Sites.  

These simple classifications will no longer suffice. Any 
definition of end nodes will have to include micro-grids. 
Plug-in electric vehicles (PEVs) are a significant new 
component of load with variable demands and roaming 
location. Site-based generation and storage add another 
novel addition.  

These new actors cannot be managed as they have been. 
By their nature, they require at least some local intelligence 
and control.  

3. THREE PATHS TO BALANCING ENERGY 
There are three paths to balancing energy supply and 
demand. Energy generation and distribution can be tuned 
to be highly reactive to demand. Utilities can directly 
manage energy use in the end nodes. End nodes can 
become autonomous and manage their own alignment 
with supply. 

3.1. Dynamic balancing of energy supply  
Dynamic balancing of energy supply requires anticipation 
of the needs of the end node and rapid dispatch of 
generation to support it. Aside from hydro power (and the 
closely- related pump storage), there are few generation 
options that can respond quickly and with minimal 
expense. 

Traditional base generation, such as nuclear or coal, does 
not respond quickly enough for load-side balancing.  

Today’s systems for supply-side balancing are too 
expensive, in money and in fuel, for the more dynamic grid 

going forward. Near line systems expend fuel to be ready 
to generate at a moment’s notice. Fast-start gas generators 
burn immense amounts of fuel during start-up. Relying on 
these near-line technologies for any significant portion of 
the net load may well be more expensive, in carbon, cost, 
and fuel, than the benefits of alternative energy 
generation. 1

It is national energy policy to introduce increasing amounts 
of renewable energy generation into the grid. Many of the 
processes rely on unpredictable or unreliable, sources. Sun, 
winds and tides are unpredictable, intermittent, or cyclical 
at best. These energy sources create increasingly volatile 
electricity supplies. 

 

Supply-side energy balancing will not work in the future 
without prohibitive costs. 

3.2. Managed Energy 
In recent years, utilities have come to rely upon direct 
management and control of systems inside the end nodes, 
often called Direct Load Control (DLC). This has been 
tolerated by the end nodes only because it is rare.  

The issue of transferred costs is always present—turning 
off air conditioning compressors at certain points in their 
cycles reduces life; likewise drawing from vehicle batteries 
reduces battery life. The cost is born by the managed 
facility but is seldom fully visible. 

Managed energy goes by many names, including ZigBee 
Smart Energy Profile (SEP) [4] and [Requirements for] Open 
Home Area Networks (OpenHAN). [5] The advantage of 
managed energy is that it requires no engagement of the 
end node. It requires minimal equipment expenditure 
inside the end node. Managed energy is applied most 
successfully today in homes, where the diversity is limited. 
Many managed energy events in homes occur when the 
residents are not there. 

3.2.1. Managed Energy in Residences 
Managed energy in residences is always restricted to 
minimal response. Consumers do not like relinquishing 
control over the internal operation of their homes to 
outsiders. Each DR event under managed energy appears 
as an uninvited intrusion into the home. Consumers 
consent to only minimal response because they are not 
engaged. 

1 It is well known that the cost of balancing wind energy, 
particularly with gas turbines, is high. See e.g. [2] and [3]. 
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3.2.2. Managed Energy in Commercial Buildings 
Most DR in Commercial Buildings is applied using managed 
energy principles. Commercial buildings are more complex 
than residences, and so are less well understood by 
outsiders, including utilities. This means it is easier for the 
facility operator to game managed energy in commercial 
buildings.  

Commercial operators have been known to sign 
agreements to turn off the central chiller for a demand 
event, and to use their in-place building control systems to 
turn on window AC units with the same signal. Such a 
response follows the letter of the contract, but in fact 
increases building energy load during a DR event. 

3.2.3. Managed Energy in Industry 
Managed energy is rarely used in industrial settings 
because the costs of interrupting long running high-energy-
requirement processes can far exceed the cost of the 
energy. Managed energy can be used in a limited way in 
the office and warehouse portions of industry; such use is 
more akin to applying managed energy to a commercial 
building in the midst of an industrial site. 

3.2.4. Summary of Managed Energy 
Managed energy appears the easiest to apply as it is a 
direct extension of approaches used to manage the grid 
itself. Consumers have no strong buy-in to managed 
energy, and so will try to limit its application, even where it 
is mandated.  

Because managed energy uses deep process oriented 
integration across boundaries of ownership and purpose, it 
cannot guarantee results. The balance of superior 
knowledge and control will always be held by the occupant 
of the end node; the supplier is always negotiating from a 
position of weakness. Managed energy requires no buy-in 
or engagement from the end node. This leads to gaming of 
managed energy whenever the occupant of the end node 
can achieve advantage or minimize discomfort.  

3.3. Collaborative Energy 
Collaborative energy relies on light coupling of systems 
with response urgency dictated by economic signals. 
Consumers are able to respond as little or as aggressively 
as they want. “Every brown-out is a pricing failure.”[6] 

Because collaborative energy requires no detailed 
knowledge of the internal systems of the end nodes, it is 
indifferent to stresses caused by changes in technology 
within the end node, and is more accepting of rapid 
innovation  

Because collaborative energy offers economic rewards 
without loss of autonomy, end nodes may seek to 
maximize their economic opportunities. Collaborative 
energy creates a market for end-node based technologies 
to save, store, or generate electricity on demand.  

Collaborative energy signals are results oriented signals and 
are agnostic about technology. Light, loose integrations 
based on service–oriented signals adopt enterprise best 
practices. 

3.3.1. Collaborative Energy in Residences 
It is a long-held dictum that residences were unable to 
participate effectively in price-based demand response. 
The ground-breaking Olympic Peninsula Project [7] 
disproved that assumption as homeowners were able to 
better reduce energy usage and respond to local 
congestion when responding to price signals than were 
homes under managed energy. 

The Olympic Peninsula Project was distinguished from a 
traditional managed energy project by its smart thermostat 
and meter. Direct control of building systems using 
managed energy approaches were transferred from the 
managing utility to the thermostat. Price signals and an 
innovative user interface then transferred autonomy and 
decision-making to the home owner. 

3.3.2. Collaborative Energy in Commercial Buildings 
Larger commercial buildings have long had the intelligent 
infrastructure necessary for collaborative energy. Large 
buildings have custom control systems, often based on PCs. 

The same features that make commercial buildings poor 
participants in managed energy (see above) make them 
ideal candidates for collaborative energy. 

The growth of collaborative energy in commercial buildings 
has long been stymied by the reluctance of energy 
suppliers to share live usage and price information. This 
limits the ability of commercial buildings to understand 
their own energy use, and thereby to make commitments 
to changing energy use. Shadow meters are expensive, and 
are a duplicative capital cost. 

3.3.3. Collaborative Energy in Industry 
It is often expensive for an industrial site to curtail 
significant load on short notice. Industrial processes are 
characterized by long run times and large, if predictable, 
energy use. Industrial sites are not a primary focus of DR. 

Industrial sites do have three means of participating in 
collaborative energy. (1) They can schedule those long 
running processes in advance. (2) Because of their scale, 
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industrial sites can manage the shape of their load, 
balancing internal processes. (3) Industrial sites are often 
supported by combined heat and power plants that can be 
assets to a stressed grid. 

Collaborative energy scheduling in industrial sites requires 
that the plant operators know the energy profile of long-
running processes. The site operators can then request bids 
that energy profile on various schedules. Using price 
signals, the supplier can influence when those processes 
occur. This allows large-scale load shifting and improves the 
suppliers’ ability to estimate loads.  

Within a large facility, there may be many motors, and 
many different environmental systems. Such loads are 
episodic, using lot so energy when running, and none when 
they are not. Large energy consumers are often charged for 
peak load, as well as for overall energy use. Operators can 
coordinate systems so that energy spikes from different 
systems do not coincide.  

This sort of load shaping becomes more important as the 
operating safety margins of the grid become less. While 
load shaping may cause some inconvenience at any time, it 
is much more valuable to supplier during peak energy 
events on the grid. Differential pricing by time or dynamic 
pricing for load spikes as well as overall load size can aid in 
grid stability. Time differential pricing of usage spikes can 
also encourage shifting of overall load, as the convenience 
of day-time operations is offset by the convenience 
ignoring load shaping. 

Generation that produces multiple usable energy streams is 
referred to as cogeneration. Combined heat and power, 
wherein a facility produces electricity and steam is the 
most common kind of cogeneration. A cogeneration facility 
can often, within limits, vary the output of thermal and 
electrical energy. Because it usually has a distribution 
system for thermal energy, it has the means to store 
thermal mass. Economic incentives through collaborative 
energy give industrial sites the incentives to further 
develop these capabilities. 

3.3.4. Summary of Collaborative Energy 
Collaborative energy relies on intelligence in each end node 
of the grid. That intelligence is embedded in systems that 
understand the particular features of each end node better 
than a central supplier ever will. In particular, systems in 
the end node will better understand the business processes 
and aspirations of the occupants of that end node than will 
the grid. 

Collaborative energy response by each end node will be 
more variable than is managed energy. An end node may 

decide whether or not to participate in any event. The end 
node may also choose to participate more fully, as an 
autonomic decision, in a particular DR event. 

If price and risk arbitrage, coupled with obscure regulated 
accounting, are barriers to the smart grid, the generative 
solution includes shared honest, transparent accounting 
and limiting the interoperation points and complexity for 
the smart grid. In other words, we need to treat energy 
markets more like we treat financial markets. 

Under collaborative energy, service performance matters 
more than process performance. This reduces the 
complexity required at the grid level to manage distributed 
energy resources (DER). Both generation and drain-down of 
storage may be indistinguishable from demand response. 
Battery filling is just one more service responding the cheap 
energy.  

4. SERVICE ORIENTED ENERGY – SERVICE ORIENTED 
BUILDINGS 

Light coupling, loose integration and service orientation are 
best practices in enterprise integration.  This section is 
adapted from a paper by Considine. [8] 

4.1. Light Coupling and Loose Integration 
Loose integration describes an integration approach in 
which interoperation points exchange only the minimal 
information needed to dispatch requests across the 
interface. The primary advantage of loose integration is its 
simplicity and flexibility. The simple interface is easier and 
faster to specify  

Because loose integrations eschew specification of non-
essential details, they are more likely to be reusable when 
interacting with a different technical partner. Loose 
integration supports diversity of partner. This tolerance of 
diversity makes adapting to innovations easier and less 
expensive. 

4.2. Service Orientation 
Service orientation  [9] refers to an integration approach 
that focuses on the desired results rather than the 
requested processes. Service orientation complements 
loose integration. Service orientation organizes distributed 
capabilities that may be in different ownership domains.  

Visibility, interaction, and effect are key concepts for 
describing the SOA paradigm. Visibility refers to the 
capacity for those with needs and those with capabilities to 
be able to see each other. Interaction is the activity of using 
a capability. A service provides a decision point for any 
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policies and contracts without delving into the process on 
either side of the interface, 

Services are concerned with the public actions of each 
interoperating system. Private actions, e.g., those on either 
side of the interface, are considered inherently unknowable 
by other parties. A service can be used without needing to 
know all the details of its implementation. And services are 
generally paid for results, not effort.  

4.3. Service Oriented Energy 
Applying the principles of service oriented architecture to 
energy use promotes much-needed innovation while 
reducing complexity. At each point, transactions are based 
upon delivery of a service: reliable energy, verifiable 
demand-response, predictable loads. 

The service orientation paradigm hides internal processes. 
Any technology that stores energy is equivalent. One 
customer changes the ambient temperature, the other sits 
in the dark; both offer the same demand response to the 
grid.  

Because service offerings are concerned only with results, 
response verification, which today can take 60 days or 
more, becomes simple. Verification is seen in the results 
shown by the meter. In any system, stimulus creates the 
greatest response when stimulus and response are 
proximate. Service oriented energy will increase demand 
response by eliminating verification delays. 

4.4. Service oriented buildings 
Buildings are prevented from full participation in smart grid 
markets by a process orientation. If it is too hard to tell 
what effect a response will have on the building occupants, 
the operators of that building will work to minimize 
response. 

Businesses minimize risk. Landlords minimize risk to their 
revenue stream which comes from happy tenants. A 
landlord might earn a small reward from the energy 
supplier for a certain change in operations. If that change 
annoys his tenants, .then he may see lower occupancy 
rates in the future. This not only reduces the direct revenue 
stream, it reduces the re-sale value of the building by 
reducing the all important ratio of revenue to capital cost 
(“Cap Rate”). Unless the reward is great, it is safer to avoid 
making a demand response decision. 

As building systems get defined and managed in terms of 
the services they provide, and the cost of those services is 
expressed in energy use, things change. The building 
operator can evaluate demand response strategies in terms 
of degradation of specific services in use by specific tenants 

at specific times. This service oriented perception on 
building systems reduces risk by increasing certainty. The 
owner is able to tolerate greater demand-response. 

As buildings become managed more like microgrids, they 
accrue energy generating and energy storage services along 
with the energy using services. The overall energy posture 
of a building can be managed internally using service 
oriented principles. This approach allows for the more 
rapid introduction of new technologies into the building. 
The service oriented building is ready for energy 
innovation. 

The better a building manages its internal services, the 
better asset it is to the grid. Reduce consumption, 
increased internal generation, and reliance on stored 
energy all produce the same effect on current energy 
required from the grid.  

As landlords experiment with visible managed tenant 
services, new concepts such as green leases become ore 
viable. The service descriptions that increase situation 
awareness for the landlord can also increase awareness by 
the tenant.  

Buildings are only a responsive asset to the grid to the 
extent that they have control over their own operations. 
Service orientation inside the building can bring a building 
into control for both the landlord and the tenant. The 
landlord and the tenant can work together to balance 
energy use with external economic signals. 

5. TRANSACTIONAL ENERGY 
Services require abstractions. The fundamental transaction 
of the smart grid is the acquisition of energy at a point in 
time. The value of that energy changes over time because 
of changes in supply and changes in value (demand). 

The common abstraction for supply, demand, and scarcity 
and value is money. For a commodity, it may be the only 
abstraction that matters. The signals between the services 
must be primarily economic. 

Economic signals are light and loose; economic signals 
exchange only the minimal information of supply, scarcity, 
and value. Service economies pay for results rather than for 
efforts; transactional energy is service oriented. 

The OASIS Energy Market Information Exchange Technical 
Committee [10] is working to define the form and nature of 
economic information exchanges. See also Cox and 
Considine’s paper in this conference. [11] 
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5.1. Barriers to Transactional Energy 
Transactional energy relies on clear, clean signals that can 
be easily understood. Because most energy transactions 
are small, they must be automatable to achieve full 
participation. Anything that muddies the economic signals 
is a barrier to transactional energy. 

Price and risk arbitrage, traditional services provided by 
utilities, muddle economic signals. By dulling the signal, 
they lessen the response. 

Using tariffs instead of prices decreases the transparency of 
message needed for smart grid interactions. Suppliers who 
wish to make service-supporting systems need national 
markets over which to amortize their development costs. 
Tariffs are inherently local. If a tariff is used to generate a 
price, that generation is an internal and inherently occult 
process.  Service interfaces should always express the 
results of those tariffs as simple prices. 

6. LOAD SHAPING AS FUTURE READINESS 
It is easy to focus on smart load, demand response, and 
load shaping as technologies in service to the grid. Such 
assumptions make the managed energy approach seem 
natural and safe. Autonomous systems able to manage 
their load, curtail their response, and shape their load offer 
benefits to other business models as well. 

A well behaved and more predictable load is a more 
valuable load. 

6.1. Dis-Integration of the End Nodes 
Control systems in the end nodes face, particularly in 
Industry and in Large Commercial, face problems analogous 
to those in the grid. 

These systems are often over-integrated to compensate for 
the lack of an over-arching architecture. After integration 
into monolithic systems, they offer few entry points for 
interactions with building occupants and their systems. It is 
difficult and expensive to make partial upgrades to these 
systems because of the difficult and time consuming 
integrations needed to bring new components into the old 
integrated console. 

Models of service oriented energy use in the end nodes 
make just as much sense for decoupling systems within a 
building. Abstract interfaces enable manage of building 
services as components. Exposed services can be more 
easily understood as supporting different business 
functions, i.e., air handlers for the 1st floor, 2nd floor, and 
executive suite are more understandable than energy use 
for the building.  

If these systems can express their actual energy use in a 
way comparable to that provided for the entire building, 
then the entire building becomes more manageable and 
responsive. 

And that can only improve demand response. 

6.2. Autonomous Load Shaping 
We have discussed Industrial load shaping above. 
Autonomous load shaping will find its place in Commercial 
and Residential spaces as well.  

Current conversations among buildings and appliances 
technologists foresee each system being able to respond by 
monitoring its own energy use and tasks, and to report its 
load profile and anticipated energy use to its peers. 
Buildings systems (and appliances) would spontaneously 
assemble the load profiles and back-off on their use 
patterns to create simple loads without spikes. 

Today, load spikes for smaller buildings are just noise to the 
grid. Over a neighborhood, they blend together 
stochastically. Buildings able to manage their own load 
shape are a step toward being better able to manage their 
demand in response to building signals. 

More importantly, such buildings are pre-adapted for site-
based energy including storage, near-grid and net zero 
energy scenarios.  A building running on local energy 
resources cannot afford spikes; there is not grid to back-
stop its energy needs. The building’s energy budget may 
vary as the sun shines or as the wind blows. A building able 
to manage its load shape is ready to for distributed energy. 

The same principles can be extended within a microgrid, 
whether it is a campus, and base, or a neighborhood. A well 
behaved and predictable load is a move valuable load. That 
value is even greater in the semi-self-sustaining microgrid, 
such as a green neighborhood or net zero military base. 

7. SUMMARY OF THE BUSINESS CASE FOR SMART 
LOADS 

Smart load is a more important component of smart grid 
than is generally recognized. Even for traditional Demand 
Response, smart load participating in collaborative energy 
may offer greater aggregate response while enjoying wider 
acceptance. Smart load will attract greater engagement 
from the end nodes. 

The price and risk arbitrage traditionally provided by the 
grid are barriers to engagement 

Smart loads require simple clean communications that are 
results rather than process oriented. Such communications 
must be primarily economic rather than control oriented. 
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Simple interactions, based upon light, loose coupling and 
service oriented interactions offer the simplest approach to 
engaged end nodes. Such integration will support 
innovation in processes and technologies without re-
casting the interfaces of the smart grid. 

Autonomous load shaping may be the critical development 
of smart load. Autonomous load shaping is valuable not 
only to smart grids, but to future energy models, including 
site-based storage and generation. A well behaved and 
more predictable load is a more valuable load 
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Abstract 

Clear communication of product and price is essential to any 
economic interaction.  

Energy pricing varies according to regulatory regime and 
social policy across the country. The outcome of these 
various approaches can be summarized in all cases as a 
simple price. Clear standards for communicating that price 
are necessary for the development of national markets for 
systems and software that intelligently use and manage 
energy in homes, commercial buildings, and industrial sites. 

A similar argument requires clear consistent descriptions of 
the product bought or sold in a particular market. Electricity 
product definitions include more than mere electrons, and 
include such characteristics as source, reliability, and 
regulatory burden. Energy products also include non-
electricity products such as natural gas. Clear product 
definitions are critical to the development of products that 
dynamically differentiate between energy sources. 

This paper discusses the requirements of clear price and 
product communications to and from energy markets. We 
discuss how such communications enable national markets 
in energy management systems even when there are no 
national markets in energy. We also discuss how such 
communications foster the adoption of service oriented 
architectures in integrating smart grids, and how these 
architectures will further the goals of smart grids. 

1. INTRODUCTION 
Interoperable price and product definition has been 
identified as a key cross-cutting issue for the Smart Grid [1] 
[2] in the NIST Smart Grid Interoperability Roadmap 
process.  

Price is more than a number; for buyers and sellers to make 
informed economic decisions they need to know details 
such as quantity, units, location, and schedule. Some buyers 

and sellers would like to communicate additional 
characteristics of energy such as how it was generated, 
where it was generated, and carbon or emission 
characteristics.  

While many examples in this paper reference electricity 
markets and characteristics, the intent is to address price 
communication in natural gas markets as well. 

As dynamic pricing in various forms has advanced for 
industrial, commercial, and residential users, facility 
management equipment needs to understand price and 
product information. 

 
Figure 1—Markets and Market Communication 

In Figure 1, the top bar is the market design and description; 
how the market operates.  The middle bar is the information 
exchanged, including the price and characteristics of goods 
sold. The bottom bar is the protocols and messages that are 
used to exchange information. 

In this paper we concentrate on the middle bar, the 
information that must be communicated for markets to 
function. 

We take a broad view of markets, consumers and producers. 
Communication must work to, from, and within microgrids 
[3], and to and from aggregators as well as others 
participating in wholesale and retail markets which 
determine price. 

Price is an output of markets or price setting (pricing) 
decisions. Tariffs and other contracts (we will use the term 
contract for both) can be viewed as functions with many 
inputs; the output is a current or future price. Price is also an 

How It’s Communicated—Messages, Protocols 

What Is Communicated— Price, Characteristics 

Market Design and Description 
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input to markets, e.g. demand-response bid prices in 
OpenADR [4]. 

Price is actionable information. Given the current price and 
some sense of history, or (if known) both current and future 
prices, facility management systems can make automated 
decisions on energy usage, timing of process and more.  
Earlier work on this subject was done by the authors and 
others in the NIST Building-to-Grid Working Group [5] [6] 
in the context of the GridWise Architecture Council GWAC 
Stack [7]. 

With thousands of utilities in the United States alone, 
equipment makers need a consistent way to receive and 
transmit price information so as to avoid having to install 
different software (or customize software) in every 
jurisdiction to communicate price. 

By standardizing descriptions of the characteristics of 
energy, new markets are enabled, consumer choice is 
enhanced, and differential investment is better founded. And 
in the many places price is used as a surrogate for value we 
can use common and interoperable technology. 

2. ENABLING MARKET INTERACTIONS 
When I ask you go to the store for tomatoes, do you tell me 
that the price is “3”? That doesn’t convey enough 
information. There are characteristics of tomatoes that are 
important to some purchasers—where did they come from? 
What are their qualities? What is the quantity or units? The 
condition?  

Markets define different prices for tomatoes with specific 
identifiable characteristics. For example, organic tomatoes 
usually command a premium, as do ones in good condition, 
vine-ripened, and neither over- nor under-ripe. 

2.1. Product Definition and Differentiation 
Twenty years ago few people knew that there was a separate 
price and market for organic-raised tomatoes; if we had 
created a tomato price communication specification then, 
we would have needed to change or extend it.   

The differentiation between the heirloom, organic, and 
conventional tomatoes you can see at your local grocery 
store has driven economic decisions by farmers on what 
tomato varieties to grow, how to tend them, and how to 
package and deliver them.  

Tomatoes aren’t energy. But with differentiation between 
classes of renewable energy and fossil fuel generated 
electricity, we already see price differences. A common 
vocabulary for communicating those product definitions and 
differences will enable new markets and investments.  

Similarly, the tomato example reminds us that extensible 
information models are needed. What will the 

characteristics important to markets be in five years? Ten 
years?  

Finally, differentiation in tomato markets has enabled new 
businesses and new business models. Not very long ago a 
farmer was making a lifestyle choice to use organic 
methods; today it’s a business decision. 

2.2. Efficient Allocation 
Markets drive the efficient allocation of resources. 
Balancing of supply and demand on shorter and longer 
timeframes is critical to the efficient operation of energy 
systems, including both natural gas and electric markets. 

Defining characteristics of goods bought and sold drives 
markets in those characteristics. Today, renewable energy 
(overly restrictively defined as solar and wind) commands a 
premium. By determining a market clearing price for 
products, we increase supply or reduce demand through 
markets. 

2.3. Automatic Adaptation 
For efficiency suppliers and customers need price 
information, and need to adapt automatically to that price 
information. Market participants must be able to understand 
prices and product definition, that is, the price and the 
description of what is bought and sold. And this must be 
done automatically. Early work in demand response was 
(and in some cases still is) manual—a telephone call, a 
paging message. One key advance of OpenADR (Open 
Automated Demand Response) [4] was the enabling of 
effective automation. 

2.4. Extensible 
As the power grid evolves, and energy technology evolves, 
we need mechanisms that anticipate new sources of energy, 
and allow of additional characteristics of interest to be used. 
Fashions and perceived needs change over time—what 
characteristics will differentiate products in five years or in 
ten? 

2.5. Broader Markets 
The engineering of price-sensitive equipment, building,  
industrial, and residential automation and energy systems, as 
well as distributed energy resources for storage or 
generation is made simpler with a key piece of information, 
price and product definition, exchanged in a consistent 
standardized way. Equipment manufacturers don’t want to 
build or customize equipment for different market or price 
domains.  A consistent exchange if information reduces the 
cost of each implementation and installation. 

Improved and simplified exchange of price and product 
information enables consumer investments in generation 
and storage, and enables greater energy efficiency. Energy 
profiles adapted to the need can be created on a common 
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interoperable base—light-weight profiles for managed 
energy, extensible profiles for operation of buildings and 
microgrids, and high speed profiles for market trading and 
compound transaction. 

Product differentiation enables markets to create products 
that customers want and will pay for. 

2.6. Standard Information Exchanges 
By standardizing the format for information exchanged the 
Smart Grid can take advantage of electronic commerce 
(eCommerce) approaches and mature standards. 
Informational building blocks including, but not limited to, 
price, schedule, and usage information enable a dynamic 
and generative environment to improve the efficiency and 
stability of the grid. 

3. ENERGY MARKET INFORMATION 
Common price and product definition for energy enables 
greater efficiency, better adaptation to business and owner 
needs, and larger markets for equipment manufacturers. In 
this section we look at details of price and product definition 
and architectural issues about the information exchanges. 

3.1. Who Communicates 
Price is the most important cross-cutting issue for the Smart 
Grid [1] [2]. Actors in nearly all of the domains of the Smart 
Grid (See Figure 2) either participate in markets, react to 
market information, or have a hand at communicating price 
information. 

Figure 2—Conceptual Model of the Smart Grid [1] 

These actors include markets themselves, supplier, 
customers, equipment that controls energy and reacts to, 
distributes, or provides control information. Some of these 
actors are building automation systems (BAS), industrial 

automation systems (IAS), home automation systems 
(HAS), energy management systems (EMS) or energy 
services interfaces (ESI). 

Moreover, a microgrid [3] has aspects of the domains within 
it, and communicates to other domains where it participates 
as a customer or net supplier of energy. 

3.2. Actionable Information 
We define actionable information to be information that an 
automated system can act on—what’s the current price? Is it 
high? Low? What will it be tomorrow? The antonym of 
actionable information is all around us. What was the price 
last year? What contracts are in place for energy usage and 
for tenants? Longer term trends or history may be useful, 
but is less likely to affect a present action1

For example, wholesale markets have a variety of services 
that clear only after some days or weeks. To use a purchased 
block of energy on a wholesale market, transmission rights 
may be needed (and are not part of the purchase 
transaction). To the extent that the nature and extent of these 
additional costs is not known (or not reliably projected) 
wholesale prices in the North America are therefore less 
actionable than (say) retail prices which include all factors. 
But a market trader, knowing the market context (see Figure 
1) is presumably aware of the type and nature of the 
additional costs. 

. 

Older types of contracts that include demand charges create 
more complexity, and more challenges for automated 
control. 

A final example can be found in the variety of proposed 
treatments of carbon release. A transaction that carries an 
unknown or unpredictable credit or tax months or years after 
use makes energy management far riskier than a transaction 
that includes credits or taxes at the source or use point. The 
latter encourages action; the former increases risk and 
decreases responsiveness to what it seeks to limit. 

3.3. Contracts or Tariffs 
The complexity and size of energy tariffs and other 
contracts is confounding. Some tariffs describe market 
design; others define products—this is why we use the word 
contract rather than tariffs when we discuss price. 

Contracts set terms and conditions on the buying and selling 
of energy, and are subject to all the complexities that the 
human mind can imagine.  

Contracts (including tariffs) can be very complex; we are 
not proposing an interoperable, computer-understandable 
version of contracts. Effective and automated response to 
price and product definition requires actionable information, 
hence our focus on the results of contract calculations rather 
than the details. 
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An actionable price is computed as a function of the 
relevant contracts and other inputs; then the outcome (a 
current or future price for a product) is transmitted. 

3.4. Price and Product Definition 
What exactly are these characteristics that we’ve called 
price and product definition? In this section we’ll describe 
some of the more obvious ones, as well as the need for 
extensibility. 

Price, a number, typically with a decimal fraction 

Currency, because it matters if it is U.S. or Canadian 
dollars, Euros, or another currency. 

Units of measure for the energy bought or sold (e.g. a 50 
Megawatt-Hour forward contract) 

Quantity, the number of the units 

Schedule, the time interval in which the energy is to be used 
or provided 

Location, the geographic location at which the energy will 
be available (or delivered) 

Source, the manner in which the energy was generated 

Carbon or emission characteristics, for those wishing to 
manage carbon or emissions.2

More definitions, an extensible set of definitions for the 
characteristics we don’t know or haven’t discovered yet. 
This is the energy analog of organic tomato characteristics 
twenty years ago. 

 

3.5. Technology that Enables 
We’ve already shown how consistent information exchange 
can simplify technology deployment and enable new 
markets and investments. In this section we’ll take a closer 
look at how more effective technology deployments and 
product creation are enabled. 

There are thousands of utilities in the United States alone. 
There are roughly thirty wholesale markets in North 
America. As microgrids are more broadly deployed, there 
are likely to be markets and actionable price information in 
each microgrid—potentially for many thousands more. 

An equipment manufacturer creating a controller that will 
react to price, say in an appliance, needs consistency in 
price communication over a large market to recoup 
development costs. A single standard for accepting and 
interpreting price communication creates a single market. 
Each manufacturer can seek competitive advantage within 
that market in how they respond to price and product 
communications. If each manufacturer is forced to support 
thousands of products, e.g. with plug-ins or firmware, that 

market will not develop. We need a single approach to 
communicating price to enable price-responsive devices. 

In the same way, a common means of communicating price 
and product definition creates better markets for facilities 
management or energy management system for buildings 
and industrial facilities. The cost of a custom installation is 
today a significant source of market friction, both for initial 
installation and for changing systems.  

In homes, the cost of custom integration looms still larger as 
a component of the smaller systems involved. The number 
of homes to participate is far larger. For residential 
management systems, the requirement to control unit costs 
through larger markets is critical. The common 
communication of price can create markets that span entire 
countries, continents, or the entire world. 

By applying the same market information inside your 
microgrid, condominium development or office park, the 
same technology can work with only the source changing. 

This benefits manufacturers and consumers as well as those 
looking for broad deployment of energy-saving 
technologies. 

4. SERVICE ORIENTATION 
A number of technical contributions have been made to 
what Considine calls the “service oriented grid.”[8] He 
points out the role that interoperable price and product 
definition play in building a service oriented grid, and that 
adheres to critical architectural principles for integrating 
across the system of systems that is the Smart Grid [9][10]. 

Service orientation requires not only the definition of 
services at the top level, but the information models for the 
services to use [11]. The interoperable price and product 
definition (price information) is essential to exchanging 
price signals for Demand-Response [12], market clearing 
prices, and more. 

Shallow integration [9] can be achieved more readily by not 
communicating details of markets or market operations; 
price communication addresses this need by communicating 
the result of market actions. 

Finally, the extensibility we have observed is a critical part 
of flexible, shallow bindings. As the notion of a price and a 
product evolve, existing software can use the newer versions 
without updates except to take advantage of new features. 
And with careful design, new characteristics can be 
presented and acted on by today’s software. 

5. COLLABORATIVE ENERGY 
The Smart Grid will rely on better collaboration—
collaboration between producer and consumer, between 
generator and load, keeping in mind that distributed energy 
resources (generation and storage) turn some conventional 
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models around. We call this approach Collaborative Energy 
[13], and call some participants Smart Loads [14]. 

The benefits of collaboration include more efficient use of 
all energy resources, and engagement of energy use patterns 
in support of business and personal objectives. 

Markets and market prices (and the description of goods 
bought and sold) drive efficient allocation of resources. By 
enabling market-based interactions, we facilitate markets 
and efficient resource use. 

By factoring out the complexities of price computation 
(pricing) and turning instead to price communication (price 
and product definition) developers and integrators can learn 
and code once; an interoperable price can be used for 
Demand-Response signals and bidding [4], usage 
information [15], market transaction information or indices, 
distribution of retail price information, so-called “prices to 
devices,” and more. 

Taking advantage of the cross-cutting nature of price in the 
Smart Grid enables new products and more effective 
deployment of existing products by allowing the players in 
the Smart Grid to collaborate. 

6. STANDARD ENERGY MARKET 
INFORMATION EXCHANGE 

To satisfy these requirements in an enterprise-to-enterprise 
(or if you prefer, Business-to-Business) world, a group of 
experts have created the OASIS Energy Market Information 
Exchange Technical Committee, or EMIX [16]. 

We think of this work as a micro-standard, one that exists to 
be composed with and included in information exchanges 
for other standards. Schedule and schedule semantics [17] 
[18] will be used in a similar way, as part of payloads for 
messages and as information exchanged. A third example is 
the OASIS UnitsML (units-of measure markup language) 
work in progress [19]. 

The charter for the EMIX TC addresses many of the issues 
we have discussed in this paper. The TC started work in 
October 2009, and expects to produce draft specifications in 
early 2010. 

As with all OASIS Technical Committee work, the 
intermediate drafts, minutes, and email communication 
among the group is archived and is publicly visible on the 
web as soon as it is created. 

Other projects are anticipated to use the EMIX 
specifications as they progress, including the OASIS Energy 
Interoperation Technical Committee [12] which is focusing 
on interoperation for Demand-Response and Distributed 
Energy Resources (see also NIST Priority Action Plan 9 
[20]). 

And in keeping with the compositional approach for cross-
cutting Smart Grid standards, EMIX anticipates using the 
output of the OASIS WS-Calendar Technical Committee 
[18] as that work progresses; the WS-Calendar work will 
standardize semantics for common schedule information 
(see also NIST Priority Action Plan 4 [17]) by building on 
the recently updated IETF iCalendar specification [21] 
which itself is the common information model for schedule 
and calendar maintenance.3

7. CONCLUSIONS 

 

Consistent and interoperable communication of energy price 
and product definition enables markets, new business 
investment, and energy efficiency through collaboration. 

The OASIS Energy Market Information Exchange 
Technical Committee [16] is working in collaboration with 
others to define exactly that interoperable communication of 
energy price and product definition. 

This cross-cutting need was anticipated by the GridWise 
Architecture Council in its Interoperability Framework; 
price represents business context and shared meaning of 
content in the GridWise Architecture Council Stack [7]. 
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End Notes 

1 Recent or historic price history can guide our present and 
future actions by enabling prediction of future price. 
2 We focus on actionable information. This suggests that if 
carbon characteristics are used they should not be in a form 
that is indeterminate or may take months or years to close. 
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3 Used by such personal scheduling software as Microsoft 
Outlook and Apple iCal. 
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Abstract 

Precise electron accounting can bring first-order efficiency 
benefits and jump start new applications. The tracking of a 
fungible commodity has parallels in the monetary system, 
where despite homogeneity, the overlay of ancillary data 
properly tracks vast quantities of monetary flows. A 
similarly rigorous system for the grid would provide 
immediate benefits for congestion management and 
ancillary service provisions. Such a tracking system would 
also facilitate emerging applications, such as the 
harmonization and automation of renewable energy credits 
and proper crediting of energy storage services. This system 
will require consideration of application and hardware-level 
interoperability. From revenue meters and back office 
databases to real time transmission operations, devices and 
software alike will need compatible interfaces and 
harmonized data structures. 

While experiments to disaggregate grid transactions have 
been successful on a trial basis, most market structures 
today still retain approximations that do not accurately 
match costs with the causers or benefits with the 
beneficiaries. As more discrete monitoring and 
computational capabilities are introduced to grid operations, 
the approximations can be replaced in favor of more precise  
tracking and control. 

Common data exchange methodologies are a necessary but 
not sufficient condition for improved grid performance, 
whether measured as reliability or cost. The slow adoption 
of electronic payments in the financial sector demonstrates 
that retail customers may be slow to adopt new practices, 
even when technology is available and economic.  

1. AUTOMATED CLEARINGHOUSES: THE 
SMART GRID OF BANKING 

While the power grid has been called the greatest machine 
of the 20th century, the banking system is equally complex 
in operation and impressive in accuracy. Millions of 
participants exchange money – an abstraction of value – 
through billions of transactions, from cash to credit. The 
recent financial crisis notwithstanding, banks have not 

always operated this smoothly. One bank mechanism, the 
Automated Clearinghouse (ACH), is the heir to over a 
century of industry turmoil, restructuring, and development, 
before an ultimate embrace from consumers. If the adoption 
of ACH is to serve as an example to smart grid programs 
such as demand response, we may learn that consumer 
adoption may be oblivious to technological feasibility, 
economic justification, and industry readiness. Nonetheless, 
those criteria are necessary, and industry leaders should 
continue to develop tools for energy accounting mechanisms 
that enable societal benefits. 

2. FRAGMENTED BANKING NETWORKS RAISED 
INTEROPERABLITY COSTS 

Pre-Civil War banks were interoperable, only a cost. Checks 
were in common usage even though banks often took a 
share of the stated value. A check taken to a bank's physical 
location would be paid at face value, or at par. However, if a 
check was mailed to a bank for redemption, the bank could 
deduct a service fee from the payment. A correspondence 
bank, forwarding a check on behalf of another bank, could 
itself charge a service fee.i

[Image of 1850's banknote] 

 

Open access to transmission capacity (as a result of FERC 
888) has exposed a similar market failure – the need to go 
through multiple transmission providers results in inefficient 
uses of transmission. The nature of the transmission 
allocation problem is complementary to the correspondence 
bank fees. While correspondence banks took a share of each 
transaction, each energy transaction based on a contract path 
can take a share out of distant transaction operators.ii

Energy transfers from point A to B are distributed 
throughout the grid based on the properties of the 
transmission grid itself. Under open access, transmission 
capacity was traditionally allocated on a contract path basis, 
which made simplifying assumptions about the underlying 
physics. Therefore a marketer could schedule energy from A 
to B through C even if the direct A to B path is congested. 
While physically infeasible, these transactions are legally 
allowed under the contract path model. 

  

This “parallel path”iii problem spurred the creation of the 
Interregional Transmission Coordination Forum and its 
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committee on the General Agreement on Parallel Paths 
(GAPP).  The GAPP Committee planned a two-year 
experiment in which transmission owners would be 
compensated for a transaction based not on the contract 
path, but the proportion of physical flows over their system.  
In 1999, the final report on the experiment concluded that 
“transmission revenues reallocated according to actual use 
of the system diverge significantly from collections of 
transmission revenues under a contract path approach.”iv

3. FEDERAL RESERVE FACILITATES CHECK 
CLEARING AND COMMERCE 

 In 
other words, proportional payments were more efficient, and 
more closely match physical and financial operations, than 
did the traditional contract path methodology. 

The establishment of the Federal Reserve in 1914 improved 
transparency and lowered transaction costs. In contrast to 
the sub-par redemptions at private banks, the Federal 
Reserve paid at par for checks drawn on other Federal 
reserve member banks. Until the Monetary Control act of 
1980, the Fed provided settlement and clearing services free 
of charge, eliminating the transaction costs of check 
transport and clearing.v

Like the Federal Reserve, regional operators have 
successfully created market efficiencies by reducing 
transaction costs between market participants. ISOs and 
RTOs have facilitated commerce in energy transactions, at 
least at the wholesale level. 

 

vi As the RTO acts as guaranteed 
counterparty, the various clearing mechanisms used in 
organized markets have improved energy and transmission 
price transparency.vii In addition, there is less need to tag 
transactions within the region. Finally, ISOs and RTOs have 
been credited with enabling a growing market for demand 
response providers.viii

4. ADVANCED COMPUTING AIDS 
CLEARINGHOUSES 

 

By the 1950’s, the volume of paper checks, over 8 billion 
annually, strained the banking system’s human processing 
capacity.ix In 1955 Bank of America and SRI unveiled the 
Electronic Recording Machine – Accounting (ERMA), the 
first computer system to read and sort checks. In 1956 the 
American Banking Association adopted the Magnetic Ink 
Character Recognition (MICR) typeface to facilitate 
machine processing.x These innovations reduced bank 
processing times, but were consciously designed not to 
interfere with a customer’s existing check-writing 
behavior.xi

[Graph of number of checks paid, 1939-2005] 

 

Advanced Metering Infrastructure (AMI) may be considered 
the ERMA and MICR of the power system. AMI 
implementation reduces utility meter reading costs and 
improves reliability, but AMI alone does not increase the 

efficiency of customer energy consumption decisions. As 
the persistence of the paper check has shown, customer 
behavior may be slow to shift. 

The Special Committee on Paperless Entries (SCOPE) in 
California and the Committee on Paperless Entries (COPE) 
based from the Atlanta Federal Reserve created the first 
systems for electronic batch payments. The replacement of 
payroll and bill payment checks with paperless instructions 
formed the basis of Automated Clearinghouses (ACH) 
today.xii

Like ACH facilitated monetary transfers between banks, 
NERC's e-tag system facilitates energy delivery across 
control areas. In 1998, in response to Order No. 888’s 
requirement for pro rata transmission curtailment, NERC 
proposed Transmission Loading Relief (TLR) procedures 
for managing curtailments over the many parallel path 
affected by inter-control-area transactions.

 Advantages in speed, accuracy, and lower cost 
encourage large institutions to utilize ACH for routine and 
semi-routine payments. 

xiii This proposal 
included specifications for a transaction record format 
(known as an “e-tag”) and a system for reporting this data to 
an Interchange Distribution Calculator (IDC). At the time, 
the Commission recognized that the TLR methodology 
“[did] not adequately address … parallel flows arising from 
native load and network service.”xiv  NERC responded that 
to retrofit the TLR procedures to support internal flow 
curtailment would require “extensive modifications,” and 
proposed to simply track such flows, which the Commission 
accepted as a “reasonable and practical” interim step.xv

Even though ACH payments cost less to process than paper 
checks, consumers were slow to embrace electronic 
methods. In 1976, William Niblack of the St. Louis Federal 
Reserve Bank noted that electronic payments would face 
consumer resistance, including a fear of “loss of control,” 
privacy concerns, and inconveniences from processing 
errors or lack of written proof of payment.

 

xvi

“As the unit cost of an ACH transaction has been found 
to be significantly below that of a check, it is somewhat 
surprising that the volume of ACH transactions 
constitutes only about 5% of the volume of checks.”

 As recently as 
1999, the low utilization of electronic payments puzzled 
policymakers: 

xvii

Consumers faced few motivations to switch from paper to 
electronic payments. Because banks often subsidized the 
true marginal cost of check processing, customers saw 
check writing as a “free” service. Since ACH prices 
approached fractional cents per transaction, a lower ACH 
processing fee would do little to attract more customers. 
While the year-over-year number of checks paid declined 
for the first time between 1997 and 1998, the check 
payments continued to outnumber electronic payments until 
2002.xviii

 

 A growth in new payment applications, including  
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money transfers, bill payments, online market payments, 
and expedited late payments has contributed to the decline 
of check writing.xix

[Graph of check processing cost vs. ACH] 

 

Smart grid applications that require consumer acceptance 
may encounter similar delays. Like the early concerns over 
ACH, privacy and control concerns have also been raised by 
demand response skeptics. If the ACH is to serve as an 
example, significant customer adoption of smart grid 
applications like demand response may depend on 
influences well outside the control of the traditional energy 
industry. 

5. FOUNDATIONAL ELEMENTS FOR ENERGY 
TRANSACTIONS 

To prepare for a market where consumers actively manage 
energy purchases, the industry will need its own ACH – a 
descriptor for energy transfers processed as easily locally or 
interconnection-wide. Many mechanisms provide subsets of 
this functionality today. Table 1 lists a selection of data 
fields for several energy descriptors in use now. NERC e- 

 

 

 

 

tags, as discussed above, communicate the necessary 
information for obtaining transmission capacity. The tags 
also allow transmission operators to curtail transactions that 
cause congestion. For transactions within an RTO, market 
participants generally submit schedules to the RTO instead 
of tags, like the PJM e-schedule shown in the table as an 
example. The RTO then handle congestion management. 
The FERC Electric Quarterly Reports (EQR) collect much 
of the same information ex-post. FERC uses this data for 
after-the-fact compliance audits and enforcement actions. 

In addition to energy transactions, the green tagging systems 
described in Table 2 create certificates for the 
environmental attributes of renewable energy tradable on 
secondary markets. These regional green tags include the 
Midwest Renewable Energy Tracking System (M-RETS), 
the PJM Generator Attribute Tracking System (PJM 
GATS), the New England Generation Information System 
(NE GIS), and the Western Renewable Energy Generation 
Information System. xxiiixx, xxi, xxii,  

The logical extension for both energy and green tagging is 
end-to-end accounting, from generation source to load sink. 
With M-RETS, for example, twelve fields are allocated for 
Wisconsin requirements and three for Minnesota. In order to 
determine the green ratio of multi-fuel generators, most  

 NERC E-Tag PJM E-Schedules FERC EQR 

Purpose Approval mechanism to obtain 
transmission capacity 

Report purchases, sales, and/or 
transmission of energy within PJM 

Reporting mechanism for regulatory 
compliance 

Origin POR Source POR 

Destination POD Sink POD 

Buyer Embedded in Tag Name Buyer Customer 

Seller Embedded in Tag Name Seller Seller 

Quantity Schedule (by hour) Schedule (by hour) Schedule (by hour) 

Time Accuracy 1 s of NIST time Host System Host System 

Resolution – Energy 1 MW/1MWH 0.001 MWH 1 MW/1MWH 

Resolution – Time 1 hour, plus ramps 1 hour 1 hour 

Quantity Verification  Revenue metering  

Reporting Frequency (Time) Hourly, ex-ante and in real time In real time, up to a year ahead Quarterly, ex-post 

Entity Verification Electric Industry Registry PJM e-Suite login DUNS Code 

Price Information Not included User selects settlement method Rate information required 

  
Table 1: Comparison of Energy Transmission Descriptors 
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systems have specific procedures, such as verification with 
EIA or EPA fuel and emission reports. The organized 
markets have trended towards finer granularity in pricing 
locations, and the FERC EQR reflects this detail with fields 
like “Specific Location.” Carrying this drive for greater 
detail to the end state would eventually result in tags for 
every aspect of energy generation, transmission, and 
consumption. 

While the current layered system does not approach the 
crisis of paper checks experienced in the 1950’s, the system 
is probably suboptimal. An energy accounting system 
designed from the ground up would not likely require 
duplicative reporting of the same transaction. The following 
are considerations for unified energy tracking mechanism: 

Applications. Potential applications include congestion 
management, regulatory compliance, pricing information, 
and energy attributes, such as green tagging. 

Scalability. The specification should first be cost-effective 
for MW and MWh amounts, but be process scalable to very 
small energy quantities and very high transaction quantities. 
At the consumer level, the smallest amount would likely be 
5-10 kWh, or the $0.99 “iTunes” threshold. The scalability 
should also extend on the time dimension. For regulation, 
the minimum unit could be on the order of seconds. 

Access levels. Certain commercially sensitive information 
may be required for operations or settlements, so parties 
should have access rights only to relevant portions of the 
tag. M-RETS, for example, provides different access levels 
to each user category. In addition, some information may be 
sensitive in real time but not historically. The time lag in 
public FERC EQR data provides this type of delayed 
release. 

 

 

Market participant certification. EQRs, RTO systems, 
and the e-tags all use different methods for certifying market 
participants. It would be useful to have a virtual 
identification card for energy market participants, especially 
if the number of market participants grows rapidly. 

Location Names.  While efforts have been made to 
standardize names of electrical buses or interfaces, these 
efforts have proceeded on a case-by-case basis, such as 
harmonizing hub names in EQR with names used by RTOs.  

This methodology will not be scalable if, for example, end 
user generation sources require unique identifiers. One 
solution could be a registry system for new locations, with 
lookups for both geographic location and electrical 
topology. New devices themselves could include unique 
identifiers, which would accelerate the process of location 
registration. 

Routing Information. E-Tags have approximate routing 
information embedded in the tag because transmission 
capacity must be obtained before the tag is approved. The 
inclusion of routing information will be a function of future 
market designs.  Switches, energy storage unites, and 
controllable transmission could eventually respond to such 
routing information. 

6. CONTINUING ADVANCEMENTS IN BANKING 
TECHNOLOGY 

Even if a universal energy descriptor is developed and 
accepted, such an accomplishment is unlikely to remain 
static. In banking, the Check 21 Act of 2003 authorized the 
digitization of paper check clearing.xxiv On the customer 
interface, NACHA, the Electronic Payments Association 
(formerly the National Automated Clearinghouse 
Association) has developed EBIDS, an electronic bill 
presentment and payment system as a layer on top of 

 NE GIS PJM GATS M-RETS WREGIS 

Renewable Certification   On application and 
optional 3rd party 

certification 

 

Certificate Issuance 
Frequency 

  Monthly  

Minimum Certificate 
Amount 

  1 Mwh  

Meter Accuracy  MWH reported through 
Market Settlement System 

 ANSI C12 or equivalent 

Mixed Fuel Accounting    No certificates issued until 
actual fuel mix reported 

Reporting Deadline   T+62 days T+82 days 

  
Table 2: Regional Green Energy Certificate Systems 
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ACH.xxv In energy, OASIS’s eMIX effort is already heading 
in a direction that will provide price and energy information 
to small-scale devices.xxvi

Niblack's 1976 observation was prescient – consumers 
would be slow to adopt electronic payment methods. Only a 
quarter-century in 2002 later did the volume of electronic 
payments exceed check transactions.xxvii

 

 

Those seeking quick results should be counseled with initial 
patience, yet those designing new tracking mechanisms 
should be encouraged at the significance of laying a vital 
commercial foundation. The gulf between smart grid 
potential and the smart grid present is mirrored by Alan 
Greenspan’s remarks in 1996 about consumer acceptance of 
ACH: 

However, the 
acceleration in recent years has been dramatic. 

“In the current period of change and market 
uncertainty, there may be a natural temptation for us--
and a natural desire by some market participants--to 
have the government step in and resolve this 
uncertainty, either through standards, regulation, or 
other government policies. In the case of electronic 
money and banking, the lesson from the ACH is that 
consumers and merchants, not governments, will 
ultimately determine what new products are successful 
in the marketplace.”xxviii 

Greenspan was right about the tendency to lean on the 
government but may have understated the role of the 
government. But for the creation of the Federal Reserve and 
its universal clearing mechanisms, the market may never 
have created a fully integrated clearinghouse. While 
governments may not decide the ultimate marketplace 
successes, it can have a role in creating a platform for 
competition. The role of the SDOs in the energy industry 
now is to create platforms for a 21st century energy 
marketplace. 

i  Summers, Bruce J., and R. Alton Gilbert. 
“Clearing and Settlement of U.S. Dollar Payments: Back to 
the Future?” Federal Reserve Bank of St. Louis Review, 
vol. 78 (September/October 1996), pp. 3–27. 
ii  Transmission operators do collect fees for each 
energy transaction, but such fees cover the regulated and 
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Foreword 

 
Effective and widely deployed demand response 
opportunities for customers are a critical 
success factor for a truly interoperable smart 
grid. Demand Response has a recognized value 
to customers, the electric grid, and to the 
environment and the increasing granularity of 
telemetry, communication, and control brought 
about by the deployment of advanced metering 
systems is creating new opportunities. We 
identify the evolving business models and 
opportunities to support demand response and 
related services by describing the value chain 
for demand response services and the drivers 
of innovation. By exploring the relevant 
business opportunities for both utilities and 
other market participants, including providers 
of curtailment services, meter data 
management, systems integration services, and 
end use technology providers, including 
providers of energy management and other 
technological solutions, we identify 
opportunities that exist for future innovation. 
The identification of these opportunities can 
help further the development of common goals 
and objectives among participants at different 
stages of the value chain and can help align the 
business and economic drivers for demand 
response. This will facilitate more effective 
transactions, which are a hallmark of an 
interoperable grid. 

1. INTRODUCTION 
 
Demand Response, or “DR”, typically refers to 
changes in electric usage by end-use customers 
from their normal consumption patterns in 
response to changes in the price of electricity 

over time, or to incentive payments designed to 
induce lower electricity use at times of high 
wholesale market prices or when system 
reliability is jeopardized.2  Practically, demand 
response is the action taken by customers, 
either through behavioral change or automated 
response to a price signal, to a financial 
incentive, to an environmental condition, or to 
a reliability signal.  These actions reduce 
electricity usage over a given time period, shift 
that usage to another time period, or contribute 
to grid reliability as a balancing resource. 
 
In the United States, the increasing demand for 
electricity coupled with the rising cost of new 
power plant construction, and the volatility in 
fossil fuel prices, has placed increasing 
importance on demand response as a resource.  
In addition, the emergence of new technology 
that can help to more efficiently and effectively 
integrate demand response into grid operations 
has stimulated development of more robust 
market rules for demand response.   
 

2. DEMAND RESPONSE HAS VALUE 
 
There is broad agreement that demand 
response has value in its ability to help manage 
grid operations, contain costs, and minimize the 
environmental impact of electricity generation.  
Specifically, demand response has the following 
identified values3

1This work has been financially supported by a 
technical consulting contract between Adica, 
LLC and Kyungwon University 

: 

2 U.S. Department of Energy, Benefits of 
Demand Response in Electricity Markets and 
Recommendations for Achieving Them: A 
Report to the United States Congress Pursuant 
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Enhance Infrastructure and Reliability  
 

• Defer the need for investment in 
generation, transmission, and/or 
distribution by decreasing peak 
demands. 

• Adequately measured and reliable 
demand response can be used to help 
satisfy operating and planning reserve 
requirement criteria, by serving as a 
resource for use in planning and 
procurement activities. 

• Assist in maintaining grid reliability, 
easing congestion and delivery 
constraints, improving system reliability 
on a locational and regional basis, and 
meeting emergency system needs. 

• Interact with intermittent renewable 
resources to assist in their integration 
and in order to help meet Renewable 
Portfolio Standards. 

• In conjunction with enabling 
technologies, provide other customer 
service benefits, including outage 
management and power quality 
management. 

• Decrease controlled outages during 
power system emergency situations. 

 
 
Manage Electricity Costs 
 

• Demand response can give customers 
an opportunity to have greater control 
over their energy use, and enable more 
effective response to dynamic tariffs and 
prices which reflect the time-varying 
cost of energy. 

• Demand response tariffs that 
dynamically incorporate the cost of 

to Section 1252 of the Energy Policy Act of 
2005, February, 2006. 
3 California Demand Response: A Vision for 
the Future: A Proposed joint statement of the 
staff of the California Energy Commission 
(CEC), California Public Utilities Commission 
(CPUC), and California Independent System 
Operator, Inc. (CAISO) available at :  
http://foliweb7.caiso.com/1fe3/1fe3ebb5d860.p
df 

providing electricity service can 
encourage some consumers to adjust 
their usage and, in the aggregate, lower 
overall wholesale electricity costs for all 
customers. 

• Enhance market efficiency and help 
mitigate wholesale market power. 
 

Reduce the Environmental Impact Caused by 
Electricity Usage 
 

• To the extent that demand response can 
reduce electricity use during peak 
periods when the least efficient 
generation units would be operating, it 
can reduce greenhouse gas and other air 
emissions. 

• Demand response via permanent load 
shifting can help integrate intermittent, 
non-peak time, renewable resources into 
the electric grid and benefit the system 
load factor. 

 
The identified benefits for demand response, 
listed above, are widely understood.  However, 
the key factor driving business development is 
the monetary value of demand response.  This 
value depends on complex interactions of many 
locational factors such as generation capacity, 
transmission, end-use intensity, weather, 
programs and tariffs, and financial program 
incentives.  Because electricity must be 
consumed the moment it is produced, and 
there is only a limited capacity to store energy, 
costs and reliability concerns are concentrated 
into only a few high priced hours every year4

 

.  
This is because there is spare capacity that sits 
idle all year waiting for only a few hours a year. 

 
 
 
 
 
 
 
 

4 Of course reliability problems also exist during 
storms, and other event beyond the control of 
the utility. 
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The goal of price response is peak load 
reduction. As the figure above illustrates 
approximately 9% of ISO-New England’s 
capacity is dedicated to only the top 60 hours.  
The avoided value of this capacity has 
tremendous value to customers.  Indeed, the 
“success” to an end-use customer is measured 
by utility bill savings, although other factors 
such as environmental awareness are becoming 
increasingly more important.  For most 
customers, electricity doesn’t make up a huge 
portion of their bill and they might initially 
believe that making significant changes in their 
schedules or behavior is not valuable enough to 
risk discomfort.  However, the increasing 
availability of technology has the potential to 
change this.   

3. CHANGING FUTURE 
 
Technological advances in telemetry, 
communication, and control have created new 
opportunities for demand response and  
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
continue to create more opportunities as costs 
decline.   

 
SOURCE:  PG&E Automated Demand Response 
Program Webinar, 2008 Program Summary and 
Participant Forum, October 14, 2008, Greg Wikler, 
Global Energy Partners, LLC   
 
 
As utilities begin to deploy advanced metering 
systems, also referred to as Advanced metering 
infrastructure (“AMI”), capable of near real time 
telemetry and two-way communication, greater 
opportunities are available.  However, to 

Source: http://www.ferc.gov/EventCalendar/Files/20070425094027-Yoshimura%20&%20Whitley,%20ISO%20New%20England.PDF 
 

ISO-NE Load Duration Curve (2006) 
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maximize these opportunities it is important to 
ensure that market rules support business 
models that will drive innovation and increase 
the availability of demand response programs 
and technologies.  In order to stimulate 
investment in demand response, market rules 
must be designed to facilitate a range of 
business models and market opportunities.   
 

4. DEMAND RESPONSE PROGRAMS AND 
BUSINESS MODELS  

 
In order to identify business models for 
companies interested in demand response it is 
important to understand the following: 
 

• Characteristics of Successful Programs 
• Program Structures 
• How Customers Participate in Demand 

Response 
• Business Opportunities  
• Business Models for Demand Response 

and Related Services 
 
Below we review each of these aspects of 
demand response and use them to identify and 
describe specific business models for demand 
response and related services and technologies. 
 

5. CHARACTERISTICS OF SUCCESSFUL 
PROGRAMS 

 
Successful and effective demand response 
programs share four basic DR Program 
Characteristics.   
 

• Operational Triggers – The conditions 
under which the program will be 
executed.  These include system 
reliability needs, operational needs, and 
price signals. 

• Advanced Notice requirements – The 
notification provided to program 
participants.  Notifications range from 
day ahead to several hours ahead.  In 
certain circumstances notice 
requirements can be provided on much 
shorter time increments 

• Participation requirements – 
Requirements include procedures for 
measurement and verification of load 
reductions, and performance 
requirements during an event  

• Incentive Payments – Most programs 
offer a payment for participation.  In 
some cases there are penalties for non-
performance during an event. 

 
These four basic characteristics are common to 
demand response programs, but the 
configuration of programs and business 
opportunities vary based on market rules and 
structures.  Many legacy load management 
programs exist throughout the US and are used 
to provide some measure of demand response.  
However, changes in market structure and 
technological evolution and have created 
opportunities for demand response programs 
developing today that differ from these 
historical load management programs.  These 
programs differ primarily in their ability to 
respond to signals dynamically, which enables 
more flexibility in their ability to help manage 
grid operations.    
   

6. STRUCTURE OF EXISTING PROGRAMS 
 
Historically, integrated utilities have developed 
demand response capacity to manage capacity 
and provide the benefit to customers through 
tariffed rates.  These programs are primarily 
load management programs including 
curtailable rates, direct load control systems 
and programs for voluntary curtailment.  
Typically, the utility calls the program, sends 
signals to customers and pays for participation.  
The source of revenue for these programs 
depends upon the market structure. Generally, 
customers in utility-run demand response 
programs are compensated for participation at 
predetermined rates or discounts, whereas 
participants in Independent system operator 
(“ISO”) administered demand response 
programs are paid real time market prices5

5 In some cases the compensation is set at the 
real time rate less the retail rate for generation.  
This is designed to ensure that customers 

.  
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Revenues for this compensation either come 
from charges to all utility customers or from 
market based programs offered by ISOs 
 
In areas that have restructured, ISOs also 
provide market based opportunities to third 
parties, generally referred to as curtailment 
service providers (CSPs).  These opportunities 
allow the ISO to use demand response to 
coordinate daily operations and ensure electric 
system reliability.  All ISOs integrate demand 
response at some level into wholesale 
operations, with participation by Load Serving 
Entities (LSEs) and other market participants, 
including CSPs and even individual customers in 
some instances.   
 
DR programs offered by utilities and third 
parties (like CSPs) can be broadly separated 
into two categories:    
 

1) Dispatchable:   when demand is 
reduced according to instructions from a 
control center. Often referred to as 
reliability (load) responsive programs, 
these programs are driven by the desire 
to address peak capacity shortage and 
grid reliability and are typically 
dispatched by utilities or grid operators 
to avoid exceeding grid capacity. End-
use customers participate in utility of 
third party programs by reducing load 
upon request, and receive a financial 
incentive based on how much electric 
load (kW) is reduced.  Established 
programs include: 

a. Direct Load Control: a program in 
which the operator remotely 
shuts down or cycles electrical 
equipment (such as air-
conditioning or water heating), 
usually for residential and small 
commercial customers; 

b. Contractually Interruptible (or 
curtailable) supply:  in which 
large commercial and industrial 
(C&I) customers are 

respond to price signals and are not paid for 
doings things that they would have done 
anyway. 

compensated through rate 
discounts or credits for agreeing 
to shut down when called upon 
during system emergencies; 

c. Capacity market programs:  
when load reductions are bid into 
capacity markets as replacement 
for conventional generation;  

d. Ancillary services:  customers bid 
curtailments into wholesale 
markets as operating reserves 
and stand by for dispatch if 
needed. 
 
 

2) Non-dispatchable: when demand is 
reduced according to tariff structures 
that provide inducements to end-users 
to manage their usage and “flatten” load 
shapes (sometimes referred to as “Price-
Based Demand Response.”)  These 
inducements are increasingly becoming 
dynamic price, which are rates that 
reflect time-varying electricity prices on 
a day-ahead or real-time basis.  Prices 
are higher during peak periods to reflect 
the higher cost of providing electricity 
during those times, and lower during off 
peak periods, when it is cheaper to 
produce the electricity.  The rates are 
dynamic because prices change in 
response to high production costs 
caused by hot days, or locational 
reliability conditions.  Examples of non-
dispatchable programs include: 

a. Time of Use pricing (TOU): prices 
are pre-set at different levels for 
peak and off-peak periods. The 
periods are set to correspond 
generally with the daily price 
variations in electricity costs. For 
example, a typical TOU rate 
might include higher prices for 
weekdays from 10:00 AM to 6:00 
PM, average “shoulder” prices 
from 6:00 AM to 10:00 AM and 
from 6:00 PM to 10:00 PM, and 
lower prices at night and on 
weekends. 

b. Real Time Pricing (RTP): prices 
fluctuate hourly to reflect 
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wholesale market (spot or day-
ahead). Customers on RTP are 
usually informed of the hourly 
prices either hourly or a day 
ahead, so usage changes can be 
planned. RTP gives the most 
accurate price signal and biggest 
incentive to reduce peak usage 
and flatten load shapes, but it 
requires that participating 
customers take active steps to 
monitor and control their usage, 
and has thus far been widely 
used only for commercial and 
industrial customers. As 
demonstrated in pilot programs 
around the United States, as 
power prices rise and automated 
customer response becomes 
enabled by smart grid 
technologies, RTP is acceptable 
to many small volume and 
residential customers who want 
to manage their energy costs, 
and it is an effective way to 
reduce peak system loads. In 
some restructured jurisdictions 
such as Illinois, all large C&I 
customers who purchase supply 
from the utility must take RTP 
service, or they can choose to 
purchase power under other 
pricing products from 
independent retail electricity 
providers (as most of them do). 
More than 70 utilities distributed 
over the United States offer real-
time pricing (RTP) programs6

c. Critical Peak Pricing (CPP): prices 
are increased substantially during 
system peak periods or during 
declared system emergencies, 
and usually reduced slightly at 
other times. Under a typical 
utility CPP program, high retail 
prices are charged for a limited 
number of hours on a limited 

. 

6 G. Barbose, C. Goldman, and B. Neenan, "A 
Survey of Utility Experience with Real Time 
Pricing" (December 1, 2004). LBNL-54238. 

number of days during the peak 
summer season, and triggered by 
high wholesale prices or extreme 
temperatures or at the discretion 
of the utility. Usually the duration 
of a CPP event is fixed, but under 
some programs it can vary. 
Participating customers are 
informed of CPP periods, usually 
a day ahead. In some programs, 
the CPP price is fixed, while in 
others (known as Variable CPP or 
VPP) the price varies. Some 
programs combine TOU and CPP 
pricing.  

d. Peak Time Rebate (PTR): 
customers are credited for 
reductions in consumption 
(compared to customer-specific 
baseline normal usage) during 
specified system peak periods. 
Instead of raising prices during 
high cost periods (as under CPP), 
PTR provides a credit or rebate 
for each kWh of reduced usage. 
Customers who don’t reduce 
usage pay the standard tariff 
price. PTR requires that a 
baseline of normal usage be set 
for each customer in each hour in 
order to determine whether their 
usage actually declines in 
response to the incentive 
payments during critical peak 
periods.  

e. Price-triggered automatic load 
reduction:  when customers with 
requisite metering and 
communications technology cycle 
or shut down equipment when 
market prices exceed certain 
predetermined levels. This is not 
a program offered by utilities, but 
is undertaken by customers. 

f. Emergency DR:  when customers 
are paid to voluntarily reduce 
load when shortfalls arise. 
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7. HOW CUSTOMERS PARTICIPATE IN 
DEMAND RESPONSE 

 
Customer response to prices or control signals 
can either be done manually or through an 
automated process.  Historically, most demand 
response has been done manually. But 
evidence shows that technology and 
automation improve both response rates and 
customer satisfaction. There are several 
different models for how businesses participate 
in demand response programs. For the most 
part businesses don’t seek out participation in 
demand response. Electricity is an input into 
the operations of the business, ranging from 
driving a production line to powering servers to 
lighting offices and retail establishments. 
Businesses expect the power to be there and 
consider it to be a line item operating expense. 
It is rare in any other expense of the business 
for the provider of those goods or services to 
ask the business not to consume them. Only 
when businesses can directly correlate 
participation in demand response to control 
operating expenses is there a natural 
motivation, otherwise it has to be developed. 
 
There are three basic models of customer 
participation: 
 

1. Traditional Utility model 
2. CSP, or Aggregator model 
3. Customer Provisioned Model 

 
 
The first model of participation is the traditional 
model of utility account representatives signing 
up individual firms to participate in utility run 
offerings.  In many cases the utilities have 
offered a site assessment to help businesses 
identify demand response opportunities and 
develop a demand response plan.  This model 
functions most clearly in states that have not 
restructured and where the relationship 
between the utility and their larger customers 
has not evolved. In restructured states where 
commodity electricity is bought from a third-
party supplier, these relationships do not exist 
in the same way.  Throughout this report we 
will refer to this model as the “Utility model” 
 

The second model of participation is through an 
intermediary, and is the model seen in 
restructured states. These are either demand 
response firms ranging from aggregators such 
as Enernoc to more focused curtailment service 
providers such as CPower. These firms take 
advantage of existing demand response 
programs and seek out businesses to 
participate in them. These aggregators replace 
the functions provided by utility account 
representatives and typically bring in the 
resources of their own centralized control 
facilities. Enernoc in particular is well known for 
their ability to aggregate the usage of onsite 
backup diesel generation for demand response 
purposes. Some alternative electric suppliers, 
perhaps most notably Constellation Energy, 
also bundle these services in with their energy 
supply offerings. Unlike traditional utility 
offered programs these firms operated in a 
deregulated landscape. As a result less 
information is available about the specifics of 
their programs because they do not have the 
public obligations of a regulated utility.  We will 
refer to this model as the “CSP model”. 
 
The third model of participation is through the 
customer purchasing and provisioning demand 
response technology and processes for 
themselves.  Many large national retail chains 
have their own internal corporate policies 
regarding demand response as a way to 
manage operating costs and who develop and 
manage participation in programs at a national 
level. Firms like Wal-Mart and Target carefully 
monitor the operations of their stores in real-
time across many variables. If the temperature 
in a freezer in a Target store in New York is 
abnormally high, the control center in 
Minneapolis knows about this and contacts the 
store manager. The same aggregation of 
information can and is used for demand 
response purposes. However, large retailers are 
frustrated because their standardized store 
designs and aggregated control systems have 
to intersect with a patchwork quilt of demand 
response programs across the country. The 
basic choices to change lighting levels or 
temperature settings provide consistent 
demand response, but in different geographical 
areas the value that can be achieved from 
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those consistent actions varies greatly.   As 
standards become clearer, and telemetry and 
control costs decline, smaller and smaller 
customers will be able to provision and 
maintain their own demand response.  We will 
refer to this as the “Customer provisioned 
model”. 
 
 

8. UTILITY INVESTMENTS ARE CHANGING 
THE FACE OF DEMAND RESPONSE 

 
The advanced metering systems being 
deployed by utilities are increasing both the 
granularity of telemetry and control that is 
available.  As noted in this report, increasing 
telemetry and control opens a host of new 
opportunities for demand response.    
Advanced metering is defined as a metering 
system that records customer consumption 
(and possibly other parameters) hourly or more 
frequently and provides transmittal of 
measurements over a communication network 
to a central collection point.

 
The terms 

advanced metering and advanced metering 
infrastructure (or AMI) are used 
interchangeably throughout this report. 
 
The deployment of AMI, and the increasing 
telemetry and control that it brings, is 
stimulating a wave of new emerging 
technologies.  These include advanced, grid-
friendly appliances, which communicate with 
each other and whose operation can be 
managed remotely or locally by households, 
and increasingly sophisticated on premise 
displays, and energy management systems 
which have the potential to reduce overall 
energy consumption. Future versions of on 
premise devices will be able to estimate how 
much of the bill was spent on the major end-
uses, giving customers essential information to 
prioritizing their energy use during expensive 
times 
 
It is important to keep an eye on the continued 
development, testing and consumer acceptance 
of emerging technologies. These devices create 
new opportunities for demand response 
automation.  As penetration of AMI increases 

and the available economies of scale for 
automated response increase, the cost should 
go down. When combined with appropriate rate 
designs, such as time-of use rates, the impact 
of these distributed energy resources on peak 
loads could be significant.  
 
The increasing telemetry and control enabled 
by AMI will also allow demand response 
programs to be activated on short notice and 
have the capability of providing ancillary 
services in restructured wholesale markets. 
This creates new revenue opportunities for 
demand response and will enable new business 
opportunities and models.   

9. BUSINESS OPPORTUNITIES 
 
There are two basic categories of business 
opportunities that exist for the development 
and deployment of demand response 
technology and programs.  
 
System Improvement opportunities – The 
increasing granularity of telemetry greatly 
increases the level of information available to 
utilities, LSEs, and wholesale market operators.  
This data must be collected and integrated into 
existing utility and market operations.  This 
information must also be communicated to 
customers in a meaningful way. 
 
Market based opportunities – There are 
opportunities for technology providers and CSPs 
to engage customers and aggregate their 
response into the wholesale markets.  These 
opportunities also exist to the communication 
and control infrastructure that is enabled by 
AMI.  

10. BUSINESS MODELS FOR DEMAND 
RESPONSE 

 
System improvement and market-based 
opportunities can be further classified into a 
four different general business models that 
make up the value chain for demand response, 
as we discuss in the next section.  The general 
business models that exist include 
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Models for returning value of demand 
response to customers who respond – In 
areas that have restructured, CSPs and utilities 
can aggregate customer response and bid it 
into ISO administered wholesale markets. In 
traditionally regulated areas, customer 
response can be compensated through utility 
administered programs.   
 
Enabling technology for customers – 
Utilities, CSPs, and others can create and 
provide technology solutions to enable 
customers to participate in demand response 
programs in a way that minimizes the impact 
on customer comfort and allows customers to 
manage their business and time more 
efficiently. 
 
Improvements for utility system – There 
are opportunities for technology and data 
management companies to help integrate AMI 
information into the existing utility 
infrastructure thereby making demand 
response more reliable for system operators. 
 
Improvements for ISO system – Additional 
technology and data management opportunities 
exist to further integrate information into the 
wholesale markets operated by ISOs. 
 

11. THE DEMAND RESPONSE VALUE CHAIN 

The value chain, is a concept from business 
management7

7 first described and popularized by 

 that is used to describe the chain 
of activities that add value to a product or 
process.  This concept has been developed as 
an analysis tool to help business in their 
strategic planning, and typically is applied by 
managers within a particular business or 
product line.  For purposes of this report, the 
value chain is defined more broadly as the 
chain of activities that bring demand response 
to market.  These activities are carried out by 
utilities, third-party suppliers, consultants, and 
ISOs.  Each activity in this broad chain of 

Michael 
Porter in his 1985 best-seller, Competitive 
Advantage: Creating and Sustaining Superior 
Energon. 

activities will consist of its own product or 
service specific value chain including primary 
activities like: inbound logistics, operations 
(production), outbound logistics, marketing and 
sales (demand), and services (maintenance), 
and support activities such as: administrative 
infrastructure management, human resource 
management, technology (R&D), and 
procurement.  

12. THE VALUE CHAIN FOR DEMAND 
RESPONSE 

 
The specific value chain for demand response 
provision depends on the telemetry and control 
technology deployed in the system and the 
potential revenue sources that exist.  Given 
these constraints we have identified the 
following value chain for the provision of 
demand response: 
 

In –home and on premise Technology 
and communication systems 

Customer Premises  

CSP Load Aggregation services to settle 
customer loads in wholesale markets 
 

Meter data management 
Utility Operations 

Billing System Improvements   
  Integration  

Customer Communication  
 

  MDM Integration with ISO markets  
ISO Operations 

Settlement  
Communications with Utilities, CSPs, and 

customers 
 

Communication and signaling 
infrastructure, 

Information Exchange 
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13. STAGES OF THE VALUE CHAIN 
 

 
Customer Premises 

In –home (on-premise) Technology  
 

Description:  In home and on-premise 
technologies are devices and 
systems that enable the display 
of energy information at the 
customer’s premise, automate 
response to price or control 
signals, and enable the more 
efficient management of energy 
by the customer. 

Examples:  Technology and devices 
including energy management 
systems and devices, in-home 
and on-premise display panels, 
web-based information displays,  

Business Opportunity:  Opportunities are 
available through both Utility 
programs and Market based 
opportunities 

Enabling Technology and policy: AMI, 
functional and process interoperability,  

Maturity: Technology for larger 
customers is well developed, but 
for smaller customers it is 
emerging 

Opportunities for the future:  Services 
and technologies can be provided 
by utilities or Third Parties 
depending on market rules and 
structure.  There are 
opportunities to sell technology 
directly to customers, and 

opportunities to provide 
technology in conjunction with 
demand response programs 
and/or energy sales.  

Existing Revenue opportunities: Utility 
administered programs and ISO 
administered programs can 
provide revenues to CSPs and 
aggregators to develop their own 
programs, and channels are 
emerging for retail provision of 
technology directly to customers. 

Barriers:

 

   Regulatory, Market 
participant skills, Information 
Infrastructure and Technology 
deployment at the Utility and ISO 
levels can all limit available 
opportunities. 

Communication Systems  
 
Description:  The automation of demand 

response will require significant 
communications infrastructure, 
protocols, and process to be 
established. 

Examples:  Automation will require 
communications systems capable 
of receiving a control or price 
signal and communicating a 
desired action or response to 
particular devices, energy 
management systems, or direct 
notifications for customers to 
take manual actions. 

Business Opportunity:  Utility programs 
and Market based opportunities 

Enabling Technology and policy:  AMI, 
functional and process 
interoperability,  

Maturity: Emerging 
Opportunities for the future:  Services 

can be provided by utilities or 
Third Parties depending on 
market rules and structure.  

Existing Revenue opportunities: Utility 
administered programs and ISO 
administered programs 

Barriers:   Regulatory, Market 
participant skills, Information 
Infrastructure and Technology 
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deployment at Customer, Utility 
and ISO levels. 

 
Load Aggregation 

 
Description:  In restructured areas, 

demand response has value to 
the operation wholesale markets, 
local grid reliability, and as a 
resource used to balance LSE 
supply portfolios.  In traditionally 
regulated areas, demand 
response has value to local grid 
reliability and can be used as a 
tool to optimize asset 
performance.   

Examples:  ISO administered capacity 
markets provide payments to 
demand response as a capacity 
resource.  CSPs and aggregators 
are able to sign customers up for 
programs and bid their aggregate 
response into the wholesale 
capacity markets.  Similar 
opportunities exist in energy and 
ancillary service markets. 

Business Opportunity: Utility programs 
and Market based opportunities 

Enabling Technology and policy: 
Opportunities exist today, but 
AMI and functional and process 
interoperability will enable cost 
effective access to smaller and 
smaller loads 

Maturity: Established with some 
segments emerging 

Opportunities for the future:  Utility 
contractual opportunities and 
market based opportunities both 
exist.  

Existing Revenue opportunities: Utility 
administered programs and ISO 
administered programs 

Barriers:

 

   Regulatory, Market 
participant skills, Information 
Infrastructure and Technology 
deployment at Customer, Utility 
and ISO levels 

 
 

 
Utility 

Meter Data Management 
 
Description:  Meter data management 

allows utilities to manage the 
ever-increasing volumes of meter 
data while improving operational 
efficiencies, customer service, 
energy forecasting, distribution 
system reliability, regulatory 
compliance and more.   

Examples:  Itron offers meter data 
management services that 
aggregate available data and 
transform it into a format that is 
useable by utility business 
systems and processes 

Business Opportunity: Utility system 
improvements 

Enabling Technology and policy: 
Opportunities exist today, but 
AMI will drive the need for more 
robust meter data management 

Maturity: Established with some 
segments emerging 

Opportunities for the future:  Utility 
contractual opportunities.  

Existing Revenue opportunities: Utility 
contracts 

Barriers:

 

   Information Infrastructure 
and Technology deployment 

Billing System Improvements 
 
Description:  Utility billing systems have 

typically only dealt with one 
monthly meter read when 
creating a bill for customers.  The 
increasing availability of interval 
billing data has created a need to 
upgrade these systems. 

Business Opportunity: Utility contractual 
opportunities 

Enabling Technology and policy: 
Opportunities exist today, but 
AMI will drive the need for more 
robust meter data management 

Maturity: Established with some 
segments emerging 
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Opportunities for the future:  Utility 
contractual opportunities.  

Existing Revenue opportunities: Utility 
contracts 

Barriers:

 

   Information Infrastructure 
and Technology deployment 

Integration 
 
Description:  The information created by 

more granular meter data has 
the potential to impact almost 
every aspect of a utilities 
business operations and 
processes.  Integrating this 
information into existing 
processes is a complex and time 
consuming procedure that can be 
aided by technology to help 
analyze and simplify the data 
available data streams in order to 
maximize the value of this 
information.   

Business Opportunity: Utility contractual 
opportunities 

Enabling Technology and policy: 
Opportunities exist today, but 
AMI will drive the need for more 
robust meter data management 

Maturity: Established with some 
segments emerging 

Opportunities for the future:  Utility 
contractual opportunities.  

Existing Revenue opportunities: Utility 
contracts 

Barriers:

 

   Information Infrastructure 
and Technology deployment 

Customer Communications 
 
Description:  The automation of demand 

response will require significant 
communications infrastructure, 
protocols, and process to be 
established. 

Examples:  Automation will require 
communications systems capable 
of sending a control or price 
signal and communicating a 
desired action or response to 
particular devices, energy 

management systems, or direct 
notifications for customers to 
take manual actions. 

Business Opportunity:  Utility programs 
and Market based opportunities 

Enabling Technology and policy:  AMI, 
functional and process 
interoperability  

Maturity: Emerging 
Opportunities for the future:  Utility 

contractual opportunities.  
Existing Revenue opportunities: Utility 

contracts 
Barriers:

 

   Information Infrastructure 
and Technology deployment 

 
ISO 

Meter Data Management Integration 
 
Description:  Meter data management 

can allow ISOs access to the 
ever-increasing volumes of meter 
data while improving operational 
efficiencies, energy forecasting, 
transmission system reliability, 
and more.     

Business Opportunity: ISO system 
improvements 

Enabling Technology and policy: 
Opportunities exist today, but 
AMI will drive the need for more 
robust meter data management 

Maturity: Established with some 
segments emerging 

Opportunities for the future:  ISO 
contractual opportunities.  

Existing Revenue opportunities: ISO 
contracts 

Barriers:

 

   Information Infrastructure 
and Technology deployment 

Settlement 
 
Description:  ISO settlement activities 

can grow as more granular meter 
data is integrated into the 
process.   

Examples:  ISO administered capacity 
markets provide payments to 
demand response as a capacity 
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resource.  CSPs and aggregators 
are able to sign customers up for 
programs and bid their aggregate 
response into the wholesale 
capacity markets.  Similar 
opportunities exist in energy and 
ancillary service markets.  In the 
future, more granular data might 
allow for individual settlements 
without the need for an 
aggregator 

Business Opportunity: ISO system 
improvements 

Enabling Technology and policy: 
Opportunities exist today, but 
AMI will drive the need for more 
robust meter data management 

Maturity: Emerging 
Opportunities for the future:  ISO 

contractual opportunities.  
Existing Revenue opportunities: ISO 

contracts 
Barriers:

 

   Information Infrastructure 
and Technology deployment 

 
Communications Infrastructure 

 
Description:  The automation of demand 

response will require significant 
communications infrastructure, 
protocols, and process to be 
established. 

Examples:  Automation will require 
communications systems capable 
of sending a control or price 
signal and communicating a 
desired action or response to 
particular devices, energy 
management systems, or direct 
notifications for customers to 
take manual actions. 

Business Opportunity:  ISO programs 
and Market based opportunities 

Enabling Technology and policy:  AMI, 
functional and process 
interoperability  

Maturity: Emerging 
Opportunities for the future:  ISO 

contractual opportunities and 
Market based opportunities.  

Existing Revenue opportunities: ISO 
contracts and market based 
opportunities 

Barriers:

 

   Information Infrastructure 
and Technology deployment 

 
Information Exchange 

Communications and Signaling 
infrastructure 

 
Description:  The automation of demand 

response will require significant 
communications infrastructure, 
protocols, and process to be 
established. 

Examples:  Automation will require 
communications systems capable 
of sending and receiving a control 
or price signal and 
communicating a desired action 
or response to particular devices, 
energy management systems, or 
direct notifications for customers 
to take manual actions. 

Business Opportunity:  Utility programs, 
ISO programs,  and Market based 
opportunities 

Enabling Technology and policy:  AMI, 
functional and process 
interoperability  

Maturity: Emerging 
Opportunities for the future:  Utility 

contractual opportunities, ISO 
contractual opportunities and 
Market based opportunities. 

Existing Revenue opportunities: Utility 
contracts, ISO contractual 
opportunities and Market based 
opportunities. 

Barriers:

14. DRIVERS OF INNOVATION AND 
OPPORTUNITIES 

   Information Infrastructure 
and Technology deployment 

 
In the following section, we surveys 
technologies that enable demand response in 
the US.  This survey indicates that the 
deployment of more granular telemetry, 
communication and control technologies will 
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enable greater and greater opportunities.  
These three characteristics of AMI will enable 
more cost effective integration of smaller and 
smaller loads.  The following survey of the 
existing state of technologies discusses the 
areas for future development and innovation.  
 

The smart thermostat
Smart Thermostat Evolution 

8

 

 market is evolving. The 
traditional business model had been a 
thermostat provided by the utility to the 
customer in exchange for participating in the 
program. The cost of the thermostat, 
installation and management, and incentive 
payments would be put into the utility rate base 
after approval by the state PUC. Customers 
would have no choice about their thermostat 
model, and utilities would sign multiyear 
contracts with vendors to provide the 
thermostats. In some cases the vendors also 
provided the turnkey operations, in others the 
utilities managed it themselves. Comverge, 
Cooper Power Systems and Canon Technologies 
have been among the market leaders in these 
programs. 

However the model of a utility supplied 
thermostat has been under pressure. As part of 
the ongoing efforts in California to expand 
demand response a different model is on the 
verge of adoption. California has some of the 
toughest building codes in the country and the 
periodically ratchet up in terms of performance. 
In 2007 a proposal was developed to mandate 
programmable communicating thermostats for 
all new construction (and then to phase them in 

8 These thermostats should be distinguished 
from programmable thermostats that many 
energy efficiency programs have promoted.  A 
programmable thermostat allows the user to 
set difference temperature points for different 
time periods. A smart thermostat is a 
thermostat that in addition to the functionalities 
of a programmable  thermostat can be 
controlled remotely. This can be either a one-
way signal to the thermostat to change 
temperature for a set period of time, or a more 
sophisticated two-way feedback loop. 
Communications technologies can range from 
RF to ZigBee to Ethernet. 

over time for existing buildings). These 
thermostats would receive a radio signal from 
the utility to allow them to control load at 
critical times. In effect this would have 
mandated participation in demand response for 
new homes. In addition, rather than the utility 
supplying the thermostat, they would be sold 
through traditional retail channels. So the 
consumer going to the hardware store to by a 
new thermostat (or the developer buying them 
in bulk for a new subdivision) would buy a 
thermostat that had built in demand response 
functionality. Part of the development of the 
proposal was the mandate that the thermostat 
would have to be price competitive with 
existing thermostats. Anecdotally thermostats 
sold through utility programs were as much as 
$300 each. The California model would have 
driven that cost down to below $100. Days 
before the California Energy Commission was to 
have voted on making these thermostats part 
of the California energy code, news of the 
proposal found its way to the radio talk show of 
conservative commentator Rush Limbaugh and 
was strongly attacked as being a “Big Brother” 
proposal to ration energy use and take choices 
away from consumers. The outcry that ensued 
forced the Commission to shelve the proposal.9

 

 
It is rumored that it may come up again in a 
future version that will allow more customer 
control. 

The lesson learned from California is one of the 
challenges of transformation. The proposal 
would have vastly increased demand response, 
transforming it from a specialized utility 
program, operated at often uneconomical costs 
in order to have the insurance value of load 
reductions into an embedded functionality of 
how homes and businesses work. While flawed, 
the proposal had some very attractive features 
that could help anticipate what the building of 
the future could look like.  The increased 
communication, telemetry and control available 
through the advanced metering deployments 
will enable the expansion of broader 
deployment and more complete integration of 
thermostats.  
 

9 http://www.turn.org/article.php?id=670 
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Smart thermostats to date have mostly been 
viewed as an evolution of the demand response 
load control switches of earlier programs. 
Another theme of demand response has been 
the increasing shift towards price responsive 
demand. The enabling technologies for the 
home do include smart thermostats 
(programmed to respond to price signals, not 
just emergency dispatch by the utility), but also 
include a variety of tools to display energy 
information. The underlying premise is that 
most people have no idea how and when their 
homes use energy. Their only information 
about their energy use is there monthly bill, yet 
it displays one lump sum of kilowatt hour usage 
and it comes after the fact so correlating the 
amount to usage patterns that are days or 
weeks old is extremely difficult. If customers 
could understand how and when they use 
energy, then they could be motivated to make 
intelligent choices about their usage. This can 
come from seeing what devices in the homes 
use the most energy and making changes to 
them to reduce overall consumption, or 
participating in dynamic pricing programs 
where reducing energy use at specific times 
was essential. 

Energy Display Devices 

 
The first generation of 
devices to monitor 
energy use in the 
home were fairly 
primitive and oriented 
more towards the 
technical uses. The 
Energy Detective 
(TED) pictured to the 
right  for example is a 
device that can be 
plugged into the wall and then appliances 
plugged into it. It then provides some real time 
monitoring of that devices energy use. Other 
devices such as the Blue Line Power Cost 
Monitor connect to an existing meter and 
monitor the whole house’s energy use, rather 
than just that of a specific plug load. Pilot 
projects studying these devices have shown 
fairly encouraging results, but significant 
methodological questions remain about the 
accuracy of early adopters and the persistence 

of the energy use reductions.10

 

 In addition the 
cost of these devices is not clearly offset by the 
savings in energy. Many of the devices also are 
fairly technical in nature and are not easily 
understood by the average person. While 
devices have become more user-friendly and 
less expensive, the full potential for wide scale 
mass deployments of these devices remains 
rather unclear.  It is anticipated that increased 
telemetry, communication and control will help 
to reduce the cost and increase the availability 
of these devices. 

Meanwhile, web-based approaches to engaging 
customers about their energy use have evolved 
rapidly. Online energy audits were one feature 
that a number of software developers 
introduced and were sold to utilities as part of 
their online portals. In these audits the user 
was asked a number of questions about their 
home and it was then modeled and 
recommendations made about how to reduce 
energy use. To get accurate results these 
audits often have to ask many questions, some 
of which the answer isn’t easily known by the 
average homeowner. At their best (such as the 
Nexus Software [now Aclara] audit) the 
questions were designed to be intuitive and 
structured so that the level of detail was 
flexible. Nexus was also an innovator in online 
display of energy bills. Using the thesis that 
people don’t understand traditional energy bills 
Nexus redesigned bills and displayed them 
online with links to things such as weather 
usage and the online audit results so that 
customers would have context for their energy 
use. Nexus sold this model to utilities under the 
argument that it would reduce call center call 
volume. 

Web-based Energy Use Monitoring 

 
Electric utilities appear to be far less successful 
than other businesses in migrating customers 
to online bill payments.11

10 Residential Energy Use Feedback: A Research 
Synthesis and Economic Framework. EPRI, 
February, 2009. 

 As a result the web 
portal of utilities has continued to not be a 
natural starting point for customers interested 

11 Cite Utilipoint Study 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 111



in their energy use. The possibilities created by 
online energy audits and similar tools to engage 
customers in demand side management is 
hampered by this challenge. 
 
In recent 
months 
the arena 
of online 
energy 
managem
ent tools 
has been 
shaken 
up. First 
Google, 
and more 
recently 
Microsoft have announced new websites. The 
Google power meter (shown to the right) is tool 
for visualizing energy use easily, while 
Microsoft’s Hohm is more of a traditional energy 
audit tool. Both sites (as well as other products 
from small startups such as Efficiency 2.0 and 
OPOWER) offer the tantalizing possibility of 
bringing the ideas of social networking to 
energy use. Perhaps its not understanding how 
you home uses energy that will motivate people 
to manage their energy use, but instead 
understanding how your home uses energy in 
comparison to your neighbors and peers. These 
new online tools are rapidly evolving and at this 
point in time there is not a clear best approach. 
Google and Microsoft have incredible name 
recognition, but little to no track record to show 
that their tools benefit customers or provide 
verifiable energy reduction (either peak load or 
overall conservation). Other new entrants such 
as Greenbox (from the developers of Flash) 
may have difficulty competing with them even 
if they have stronger features.  
 
The fundamentally attractive aspect to web-
based energy management tools is the lack of 
capital costs. The in-home display devices 
mentioned above are enticing because people 
like the physicality of them, but given the size 
of the average household energy bill, their cost 
is likely to be too high. By shifting such 
information to the web, there are no hardware 
costs, instead the challenge is to harness the 

evolution of how people interact with the web. 
As it moves from the computer to the phone, to 
perhaps other devices (such as the TVs with 
built in RSS feeds and even limited web 
browsing), these tools can adapt to be located 
on the devices that people turn to for other 
streams of information. As one industry pundit 
put it, “The home management market is wide 
open to vendors from almost any consumer 
market to offer products that will provide 
convenience and energy savings to customers. 
Software companies—large and small, cellular 
providers, internet service companies, 
appliance manufacturers—any of these could 
enter the market and win significant market 
share. And if you could reduce the number of 
controllers on everyone's coffee table, so much 
the better.”12

 
 

A limiting factor for the more innovative web-
based residential energy management systems 
has been the lack of quality energy use data 
due to the fact that most residential customers 
still only have watt hour meters. Many of the 
systems are being designed in anticipation of 
future increased availability of AMI systems 
that provide access to hourly (or even more 
granular) energy use data. A clear expectation 
gap currently exists as the timeframe for those 
wider deployments is more widely understood. 
While large deployments are underway in 
California, Texas and elsewhere and will be 
accelerate over the coming year or two through 
funding from the American Recovery and 
Reinvestment Act Smart Grid program, 
ubiquitous availability of useful energy use data 
is still over the horizon for most households.  
 
How households will use these new tools also 
remains to be seen as most households remain 
on flat rates where changes in energy use 
during specific timeframes have a diluted value. 
Many pilot programs have found that customer 
do change energy usage when exposed to time 
variant rates.13

12 Musings on Home Energy Management 
Systems, Patti Harper-Slaboszewicz, Utilipoint, 
January 7, 2009 

 But the number of households 

13 Household Response to Dynamic Pricing: A 
Survey of Seventeen Pricing Experiments," by 
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actually on such rates continues to number in 
the thousands; 10,000 on Critical Peak Pricing 
in Bakersfield, California, 13,000 on real-time 
pricing in Illinois, and so on. While growth in 
these numbers is expected, compared to the 
over 100 million households in the United 
States, change will take time. That being said, 
GE has recently announced the launch of smart 
household appliances, a clear sign that the 
appliance industry is preparing for this 
change.14

 
 

The tools available to businesses to participate 
in demand response program has remained a 
combination of use of on-site generation and 
automation of process controls and building 
automation. The fundamental change for them 
has been the evolution of the programs 
available to harness those technologies as they 
have become more sophisticated price and 
bidding type programs replacing simple 
interruptible tariffs. 
 

Ahmad Faruqui and Sanem Sergici, Social 
Science Research Network Working Paper, 
November 13, 2008. 
14 
http://www.treehugger.com/files/2008/10/ge-
reinvents-fridge.php 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 113



A Truly “Self-Healing” Distribution Grid Requires Technology 
AND Operational Change 

 

Erik Gilbert, Lawrence Gelbien, Brad Rogers 

NSTAR Electric & Gas Corporation 
One NSTAR Way 

Westwood, MA 02090 

Summit Blue Consulting 
1722 14th Street, Suite 230 

Boulder, CO 80302 

egilbert@summitblue.com 
Lawrence.Gelbien@nstar.com 

brogers@summitblue.com 
 

Keywords: Distribution Automation, DA, Self-Healing 

Abstract 

NSTAR has developed a program to demonstrate “self-
healing” as a cutting edge approach to reduce the frequency, 
duration, and number of customer outages. The approach 
will fully automate the isolation of faulted circuits between 
sectionalizing switches and restore power to the remaining 
portions of the circuits. 

The upgraded system will centrally collect real-time grid 
information and automatically restore undamaged portions 
of the circuits, including underground circuits—believed to 
be an industry first. Unlike many other self-healing grid 
systems, NSTAR’s features an open architecture that 
supports multiple remote terminal unit (RTU) and switch 
manufacturers, which will make it possible to retrofit or 
upgrade—rather than replace—many of the necessary 
components. The project includes the following: 

1. Installation of several hundred additional automatic 
sectionalizing unit (ASU) and vacuum fault 
interrupter (VFI) switches and monitoring points to 
provide further smart grid benefits and allow for 
NSTAR’s grid to become “self-healing.” 

2. Implementation of centralized circuit restoral 
algorithms along with measurement and control 
using the remote switches with sensors for 
conductor current, voltage, and kVAR. 

NSTAR has designed a program using three operational 
modes with successively greater levels of restoration 
automation to safely test each higher level of automation, as 
well as to obtain input and gain acceptance from Operations 
staff. 

1. INTRODUCTION 
Since 2003, NSTAR Electric has invested significantly in 
modernizing its distribution system and furthering the 
development of a smart grid by introducing many types of 
distribution automation (DA). 

These capabilities have been installed across portions of 
NSTAR Electric’s North and South service territories, 
which can be seen in Figure 1-1. 

 
Figure 1-1. NSTAR North and South Service Territories 

The existing system consists of telemetry communications, 
voltage and current sensors, and 1,200 “smart” switches 
strategically deployed throughout the service territory. The 
switches are remotely monitored and controlled via two-way 
radios, which help the dispatchers to quickly bypass main-
line circuit problems and restore as many customers as 
possible, usually within five minutes. Sectionalizing has 
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been implemented across the NSTAR service territory and 
has been in operation at many locations for several years.  

These capabilities have measurably contributed to the 
reliability of the distribution system, reducing NSTAR 
Electric’s SAIFI and CAIDI indices. Without this 
investment, NSTAR Electric’s overall CAIDI would be 
approximately 16 minutes higher annually. A cumulative 
total of over 300,000 customers have been saved from an 
outage over the past four years, as shown in Figure 1-2 
below.  

 
Figure 1-2. Cumulative Customer Outages Averted 

NSTAR has developed plans to build on this recent 
experience by expanding its DA network and testing a new 
level of automated “self-healing.” These plans include the 
following: 

• Several hundred additional switches and 
monitoring points will be installed. The definitive 
feature of a “self-healing” system is “auto-
restoration” capability, which involves the full 
automation of these switches to restore faults 
during grid outages without human/operator 
interference.  

• Advanced sensing and monitoring capabilities will 
be integrated into these switches and portions of 
the communications infrastructure will be 
upgraded. 

• Information processing capabilities of the central 
monitoring and control center will be upgraded, 
and restoration algorithms will be fully automated 
to achieve system-wide “self-healing” 
functionality.  

NSTAR has designed a program of three operational modes 
with successively greater levels of restoration automation to 
safely test each higher level of automation, and to get input 
and gain acceptance from Operations staff. 

• Mode 1: “Supervisory Mode

• 

”—this is NSTAR’s 
current DA system, which leverages remote control 
of switches along with operator-determined and 
controlled grid restoration sequences. 

Mode 2: “Operational Acknowledgement Mode

• 

”—
computer-simulated restoration sequences with 
operator-validated, manual implementation. 
Mode 3: “Self-Healing

The upgraded system will centrally collect real-time grid 
information and automatically restore undamaged portions 
of the circuits, including underground circuits—believed to 
be an industry first. Unlike many current and previous “self-
healing” grid systems, NSTAR’s features an open 
architecture that supports multiple RTU and switch 
manufacturers, which will make it possible to retrofit or 
upgrade—rather than replace—many of the necessary 
components. 

”— Auto-restoration that 
does not require human intervention. 

2. IMPLEMENTING “SELF-HEALING” 
DISTRIBUTION 

To implement the broad set of reliability and efficiency 
capabilities that this project promises, NSTAR plans to 
invest in the following areas:  

1. The various types of field instrumentation to be 
deployed; 

2. The communications, computer control, and 
integration of these devices into the NSTAR 
infrastructure; and 

3. Operational implementation strategy and processes. 
 

These three investment areas are described in more 
detail in the three sections below. 

2.1. Field Instrumentation 
Several types of instrumentation will be added to the 
distribution network to enhance the operational monitoring 
capability and add points of control in the infrastructure. 
The NSTAR SCADA network will connect this 
instrumentation to the computer control capability 
(described below) to provide the necessary control 
infrastructure. 

2.1.1. Overhead Auto-Sectionalizing Unit (ASU) 
Switches 

NSTAR’s system reliability has been significantly improved 
over the last several years through the conversion of many 
remote switches to Automatic Sectionalizing switches, as 
well as the installation of new ASU switches. An example 
of such an installation is shown in Figure 2-1. 
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Figure 2-1. ASU Placement on Overhead Line 

For this project, over 100 additional new radio controlled 
switches will be installed on 13/25kV overhead circuits for 
auto-sectionalizing faulted sections and remote restoration 
of non-faulted sections. They can be opened and closed 
remotely and will have voltage and current sensors to enable 
real-time system assessment.  

ASU Switches will be placed on circuits to limit the number 
of customers to 1,500 per segment (see Figure 2-2). This 
will improve customer protection by limiting exposure to 
faults. 

2.1.2. Recloser Automation 
Existing pole-top reclosers will be retrofitted with new 
state-of-the-art control boxes to enable the existing 
equipment to have advanced functionality. The units have 
an RTU with a communications and relay package, and they 
can be programmed to operate the recloser device as 
desired. Thus, they can be programmed as part of the 
sequence of automatic restoral logic to implement “self-
healing” in the distribution grid. 

These units will function as circuit breakers (interrupting 
fault current) and have the capability to open and reclose 
during transient faults. Approximately 20 additional units 
will be installed as part of this project, and they will 
function in conjunction with the ASU switches described 
above to facilitated the sectionalizing operation that is 
required as part of fault isolation.  

Once the retrofit is completed, the existing equipment will 
have supervisory switching, automatic remote reporting of 
trouble areas and power failures, and sensor information 
about capacity deficiency.  

2.1.3. Underground Vacuum Fault Interrupter (VFI) 
Switches  

NSTAR will install 100 4KV VFI radio controlled switches 
on 4kV underground circuits for auto-sectionalizing faulted 
sections and remote restoration of non-faulted sections by 
system operators. 

The VFI switch is a fault interrupting device that operates 
prior to a breaker operation on a fault condition. This 
operation provides isolation of a faulted area without having 
the entire circuit down due to an underground fault. The 
design will use one at midpoint and one as a tie, allowing 
remote switching capability for an actual breaker lockout.  

Because communication from the underground environment 
is very difficult, NSTAR has a quick-study approach that is 
used to understand and deploy the most economical and 
effective communication technology for any given 
underground (typically a manhole) location, starting with 
spread-spectrum radio, then moving to licensed radio, and 
finally, if those options fail, moving to public network 
connection. Once the best technology is implemented, the 
switches communicate current, voltage, VAR, and status 
information to the monitoring and control center, providing 
visibility that was not previously possible. 

2.2. Computer Control and Integration 
To implement operational control of the new field 
instrumentation described above, the following capabilities 
are planned: 

• An upgrade to the central control software, GE 
PowerLink Advantage[7]; 

• Distribution Automation Plant Information (PI) 
System Integration; and 

• Development of Advanced Auto-Restoration 
Algorithms for Circuit “self-healing.” 

These capabilities are described in more detail below. 

2.2.1. PowerLink Advantage and Communications 
Implementation 

PowerLink Advantage is a General Electric substation 
monitoring product that NSTAR has evaluated. NSTAR has 
done a prototype installation using this product on a five 
circuit test implementation in its South service territory. 
This installation has allowed staff to begin working with the 
auto-restoration capabilities that this system can perform.  

Figure 2-2 shows a control interface for this software (called 
a “one line diagram”) that is used by operators to review the 
status and perform control functions on a specific circuit. 
The initial results of this test installation have convinced 
NSTAR Engineering that the “self-healing” capability will 
be quite valuable and should be expanded.
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Figure 2-2. ASU switch placement on circuits improves customer protection by limiting exposure to 1,500 customers per 
segment. 
 
 
 
 
The proposed project will expand the use of this tool to 
cover a greater portion of the South service territory and 
implement another instance in the North service territory to 
take full advantage of its capabilities.  

PowerLink Advantage will be installed in the NSTAR North 
Service Center and the instance in the South Service Center 
will be upgraded to allow it to be added to the corporate 
computer network.  

With the introduction of PowerLink in the North, the 
NSTAR North data will be transferred to a D200 system, 
which is a computerized collection system for a wide range 
of telemetry data from the distribution system, and made 
available on PI via a D200/PI interface (described below) in 
the same manner as the South DA data.  

This upgraded implementation will allow NSTAR to create 
a standard system between NSTAR North and South and 
will also free up data points on the current NSTAR SCADA 
system by sending data directly from the D200 to 
PowerLink and PI rather than through the SCADA system, 
as shown in Figure 2-3. 

2.2.2. Plant Information (PI) Database Integration 
PI is a client-server software application with a 
sophisticated database that logs a wide range of metrics 
received from the field, including SCADA information, 
switch status, analog values, etc. Examples of some of the 
key data include open/closed status of the devices and the 
magnitude of voltage, current, and kVAR, among other 
information. Data that is captured in the PI server can be 
made available over the corporate network to PI client 
computers used by Engineering, Planning, and other 
departments that need this information. 

The D200 system, by contrast, is used to collect and process 
data from distribution switches, execute the auto-restoration 
scheme, and forward commands to these switches. It 
provides real-time and historic data for the various devices 
in the field, such as the feeder breakers and the “smart” 
devices on circuits. The data flows between these two 
systems is shown in Figure 2-3.
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Figure 2-3. Integrated Control and Monitoring Systems Before and After Project 
 
 
 
 
The self-healing project effort requires new interfaces 
between the D200 systems and the Plant Information (PI) 
system. The integration will allow collection of distribution 
automation data from the South service territory for over 
500 additional devices in the field.  

The D200 integration with the PI system, along with the 
increased SCADA data collection, will make this additional 
information available much more broadly, and in real-time, 
over the corporate network for the first time, directly to the 
desktops of NSTAR South territory personnel who need it. 
Thus, a much higher degree of real-time and historic 
operational intelligence will be available within the 
organization. It will facilitate real-time decision-making and 
auto-restoration by system dispatchers, and will provide 
ready access to distribution data for analysis by Distribution 
Engineering, as well as by Planning and other organizations 
that need this information to better perform their operations.  

2.3. Operational Implementation Strategy 
To fully leverage the capabilities of this, proper algorithms 
and logic will be developed for the restoration of each 

specific circuit under the various possible fault conditions. 
The algorithms are developed with support from GE experts 
on PowerLink Advantage programming, in conjunction with 
experts on specific network circuit configurations from 
NSTAR.  

The monitoring and control of sectionalizing and restoring 
circuits are core functions of distribution system operation. 
NSTAR’s Operations staff are testing and working through 
the three distinct modes of operation in order to move 
operational capability from manual operation towards a 
fully automated self-healing grid. These modes—
implemented by by the PowerLink Advantage and D200 
products, but controlled by Operations staff—are briefly 
described below: 

• Mode 1: “Supervisory Mode”

• 

—Provides a 
centrally controlled, but manually sequenced and 
implemented, procedure for restoring outages. This 
is the mode currently used for fault restoration. 
Mode 2: “Operational Acknowledgement Mode”—
Allows the computer (PowerLink Advantage) to 
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simulate and diagnose problems based on sensor 
data and recommend a sequence of actions to the 
operator to most effectively address the problem at 
hand. However, the operator has final say and can 
override the computer’s recommendation.  

• Mode 3: “Self-Healing”

It will be a significant change in practice for experienced 
operators to allow full automation of the restoration process. 
Monitoring the system’s automated operation will be 
essential to building trust among operators in the system’s 
efficacy and to ensuring continued employee and customer 
safety. NSTAR is committed to providing its operators with 
the necessary training to work through these issues and 
encourage the automation and self-healing capabilities 
envisioned as part of the smart grid.  

—Implements the fully 
automatic mode, in which the computer determines 
the restoration steps and implements these steps 
without human intervention to provide “self-
healing.” In case of electrical faults, the algorithms 
running in the computers will automatically isolate 
problem areas and restore service to as many 
customers as possible in a very short time to 
minimize the duration and the number of customers 
impacted.  

NSTAR will leverage knowledge gained from a current 
project that has begun to implement algorithm-based self-
healing on five simulated loops in NSTAR’s South service 
territory. This project is exploring Mode 2: “Operational 
Acknowledgement Mode,” in which auto-restoration runs 
the algorithm following a fault and recommends the optimal 
switching operation for the system operator to perform. 

Once the algorithms described above are developed, they 
can be used to facilitate auto-restoration capabilities in any 
of the three modes of operation. The goal is to move as 
many incidents as practicable to Mode 3: “Self-Healing,” to 
have maximum impact on customer reliability. 

2.4. Interoperability  
NSTAR believes the proposed self-healing smart grid 
system to be one of the most open-architecture systems of 
its kind, and the system meets the vast majority of the 
functional criteria defined by GWAC (see Table 2-1). The 
architecture being used has demonstrated system 
compatibility with many RTU manufacturers (S&C, GE, 
Microsol, Cooper), as well as switch types (S&C, Cooper, 
Thomas and Betts, etc.), which mitigates concerns regarding 
vendor lock-in or lack of adequate supply competition. 
Additionally, general telemetry radios with a standard serial 
interface are used communicating to the field 
instrumentation, so alternate communications mechanisms 
can be easily substituted if necessary. 

2.4.1. Interface and Interoperability Standards  
Key standards and interfaces used in this project, many of 
which have been selected by the NIST smart grid 
interoperability effort [1] include: 

• Switches, sensors, and other “smart” field devices 
communicate using radios via standard RS-232 
serial interfaces. These interfaces make exchange 
or replacement of the radios or the device itself 
flexible and easy, without impacting the overall 
system. 

• Radio-Frequency (RF) communication from these 
field devices to Operations Centers (for example to 
SCADA or with the D200 system) use traditional 
radio systems, e.g., spread-spectrum radio, licensed 
band radios, or cellular radios using Verizon public 
network. The radio system used can be chosen 
based on the requirements at a particular 
monitoring and control point in the field, providing 
a great deal of flexibility and interchangeability. 

• Traditional radio communication mechanisms used 
in the field often use, and are increasingly 
migrating to standards based protocols at the higher 
layers, including DNP3 over IP, as described 
below. 

• DNP3 - Distributed Network Protocol (DNP3) – 
RTU and switch Communications leverage DNP3 
over IP, and DNP3 over Serial. 

• The common suite of IP protocols is used for 
communication between major substations and 
Operations Centers and/or once the data transitions 
to the corporate communications network.  

• North American Electric Reliability Corp. (NERC) 
Critical Infrastructure Protection (CIP) 002-009 - 
Cyber security standards for the bulk power 
system. 

In addition, NSTAR’s intent is to evolve to support relevant 
aspects of IEC 61850 as technology permits (e.g., NSTAR 
is following the discussions of IEC “61850-lite” about 
reduction in protocol overhead required for some field 
device and sensors). 

2.4.2. Decision Maker’s Interoperability Checklist 
The self-healing approach described rates favorably relative 
to more traditional approaches when evaluated based on the 
Gridwise Architecture Council (GWAC) checklist, as shown 
in Table 2-1. 
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Table 2-1. GWAC Interoperability Checklist [3][2] 

Checklist Category Traditional 
Approaches New Approach 

Architecture and Design 
1) Specifies Points of Interface r  4  
2) “Open” Architecture 5  4  
3) Specifies Performance Results, Not     
Technology 5  4  

4) Can Be Supplied by Multiple Vendors 5  4  
5) Rely on Open, Published Standards 5  4  
Interconnectivity and Security 
6) Capability to Interconnect with 
Communications Media 5  4  

7) Uses Standard Communications Protocols 5  4  
8) Makes Basic Data Available to Authorized 
Users/Devices 4  4  

9) Manage Multiple Devices Form a Central 
Source/Command 5  4  

10) Use Basic Cyber-Security Measures as 
NERC-CIP, etc. 5  4  

11) Fail In A Way To Not Harm the System or 
User 4  4  

Evolutionary Capability and Service Life 
12) Upgrades by Software/Configuration 
Download 5  4  

13) Integrate Easily with Earlier Versions and 
Equipment 5  4  

Collaborator Independence 
14) Collaborators Make Independent Decisions r  r  
Legend:  
        4 -approach has this capability 
 5  -approach typically doesn’t have this capability 
 r  approach may or may not have this capability 

 
 
 
 
 
 
Of course, as GWAC notes in the checklist document, this 
list should be used as a starting point for interoperability 
assessment, not an end point. As methods like this are 
leveraged on a broader scale, the components will evolve 
toward a more flexible, even “plug-n-play” type architecture 
that should prove even more robust than the one described 
here. 

2.5. Deployment Scope Metrics 
NSTAR’s goal is to have fewer than 1,500 customers on 
any (13/25 kV) overhead circuit segment across its service 
territory, and to have the ability to isolate damaged and  

 

restore undamaged sections of the underground 4kV 
circuits. Completion of this project and the realization of 
these goals will limit customer fault exposure. NSTAR 
estimates that approximately three-quarters of customers 
will be served with self-healing distribution network as a 
result of this project. As a result, NSTAR expects customer 
outages for these segments will be reduced by 
approximately 50 percent.  

Pre- and post-project deployment metrics are show in Table 
2-2. 
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Table 2-2. Pre- and Post-Project Implementation Metrics 
Metric Current Post-Project Difference 

Percent of (13/25kV) Overhead Circuits with Auto-
Sectionalizing (via ASU switches) 705/862=82% 775/862=90% 70=8% 

Percent of (4kV) Underground Circuits with Auto-
Sectionalizing (via VFI switches) 38/192=20% 138/192=72% 100=52% 

Number of (13/25kV) Overhead Circuits with each mode of 
auto-restoration capability implemented 

Mode 1 = 695 
Overhead 13/25kV 

Mode 2 = 10 
Mode 3 = 0 

Mode 1 = 0 

Overhead 
13/25kV 

Mode 2 = 160 
Mode 3 = 615 

Mode 1 = (695) 

Overhead 
13/25kV 

Mode 2 = 150 
Mode 3 = 615 

Number of (4kV) Underground Circuits with each mode of 
auto-restoration capability implemented 

Underground 4kV

Mode 2 = 0 

 
Mode 1 = 38 

Mode 3 = 0 

Mode 1 = 0  

Underground 
4kV 

Mode 2 = 0 
Mode 3 = 138 

Mode 1 = (38) 

Underground 
4kV 

Mode 2 = 0 
Mode 3 = 138 

 
 

 

 

 

3. RESULTING BENEFITS 
The grid’s “self-healing” capability implemented across 
portions of NSTAR’s distribution network will improve 
service reliability and improve customer satisfaction by 
reducing the duration of customer outages caused by main 
line circuit faults.  

3.1. Improved Distribution Reliability 
NSTAR has developed data collection and analysis 
capabilities to measure and monitor its own progress 
toward customer satisfaction goals and other operational 
targets. As an example, Figure 3-1 below shows several 
of the metrics for customer impact that are currently 
tracked by NSTAR - CAIDI, MBI, and number of 
customers impacted is tracked on a daily basis.  

Figure 3-1. Example Metrics Tracked to Measure 
Customer Impact 

The number and types of faults experienced varies 
considerably over time and depends on a range of 
variables. Figure 3-2 shows the wide range of causes for 
various customer outages.  
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Figure 3-2. Outage Cause Summary (Jan-May ’09) 
 
Due to the wide variation over time, it is sometimes 
difficult to draw conclusions from a year-over-year 
comparison of standard reliability metrics such as SAIFI, 
CAIDI, etc. So, rather than simply using these metrics, 
NSTAR tracks the specific impact that automation is 
having on customer outages, as shown in Error! 
Reference source not found.. Significant benefits are 
already being achieved by the increased automation.   
Detailed reliability metrics are tracked on a per-circuit 
basis to allow baseline establishment and measurement of 
affect of investments such as this.  
 
Table 3-1. Customer Out ages Averted Due to 
Automation 

 
 
Most of the impact shown in the table above is from the 
auto-sectionalizing that has already been done and is 
operating in Mode 1, as the radio controlled capability 
helps dispatchers quickly switch around problem 

locations and restore as many customers as possible, 
usually in less than five minutes.  

Continuing to progress through Modes 2 and 3 towards 
self-healing will lead to even fewer customer outages, as 
well as shorter outage durations. Relative to expected 
system conditions and historical experience, a 50% 
reduction in the SAIFI index and a 50% reduction in the 
SAIDI index is possible for the three-quarters of NSTAR 
customers served by a self-healing grid. Roughly half of 
the customers on a given circuit would be spared an 
outage. 

3.2. Improved Customer Satisfaction 
The benefits that accrue to customers from improved 
power quality and reliability manifest themselves as 
customer satisfaction, which is very important to NSTAR. 

Customers in the U.S. today have a much higher 
expectation of power quality and reliability than they did 
even 20 years ago. In particular, power outages affecting 
commercial, industrial, and institutional customers often 
have a very high cost, although this cost is sometimes 
difficult to quantify. To a degree, the same is true of many 
residential customers, who sometimes work from home 
and/or rely on computer connectivity to achieve their 
daily tasks.  

The trend is seen clearly in the increasing number of 
customers requesting 100% reliable power from NSTAR 
to avoid significant issues in their operations and 
business. Some notable instances of institutional and 
industrial customers include:  

• Universities: Harvard University, MIT, Boston 
University, and other Colleges and Universities 
in NSTAR service territory.  

• Commercial Manufacturers such as Genzyme 
and Biogen, bio-technology companies, and 
Ember Networks, which runs semiconductor 
fabrication processes that are very sensitive to 
power interruptions. 

• Public Facilities such Logan Airport, which 
requires uninterrupted power for its continuing 
operations, and townships like Lexington.  

This anecdotal evidence illustrates why the reliability and 
power quality measures NSTAR is taking are critical to 
customer satisfaction, and why NSTAR currently collects 
a fair amount of historical data on reliability and power 
quality.  

In the past five years, NSTAR has been able to achieve a 
25% reduction in customer outages with the occurrence of 
a main line fault. NSTAR’s goal is an overall 50% 
reduction after implementation of this project. No other 
type of investment (e.g., additional trucks/crews, 
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proactive tree-trimming programs, or other technologies, 
etc.) can have as significant a net reliability and quality 
effect. 

3.3. Customer Benefit Quantification 
As described anecdotally above, many organizations 
understand that the cost and disruption of a power outages 
or poor power quality is very high. The direct dollar cost 
is hard to quantify, although attempts have been made to 
quantify the impact in dollars for various types of 
customers as well as the operational benefit to the utility. 

A recent study by Lawrence Berkely National Laboratory 
(LBNL) attempts to estimate the cost to customers of 
outages[4].  The LBNL study estimates a dollar value on 
outage occurrence by interruption duration (momentary, 
30 min, 1hr, 4hrs, 8hrs) and by customer type (Medium & 
Large C&I, Small C&I, Residential). Using this 
information, along with the statistics on customer outages 
prevented by NSTAR’s DA investments, it is possible to 
estimate the customer value of reduced outages. 

The year-to-date averted outages were adjusted linearly 
based on year-to-date actual numbers to represent annual 
numbers.  Averted outages were divided into residential 
and small commercial customers based on NSTAR’s total 
proportions of those two groups as shown in Table 3-2 
below.  Large commercial and industrial customers were 
excluded from this analysis since the deployment of DA 
described here predominately excluded industrial 
customers.  

Table 3-2. Customer Outages Averted 

 
 
Table 3-3 below shows the estimated cost of outages to 
residential and small commercial customers based on the 
LBNL study.  For restoration times where values were not 
explicitly estimated by the study, values were linearly 
interpolated.   
 
 
 
 
 
 
 
 

Table 3-3. Avoided Cost per Outage Event 

 
 

Table 3-4 below shows the estimated customer savings by 
outage restoration category and by customer type.  
Residential customers represent the largest fraction of 
prevented outages, but prevented outages are estimated to 
be much less than for commercial customers.  Residential 
customers result in approximately 2% of the total 
customer value of this DA deployment, with the 
remaining 98% of the value falling on commercial 
customers. 

Table 3-4. Value of Customer Outages Averted 

 
NSTAR believes that the customer cost and impact of 
power interruptions will continue to rise, and so reliability 
and power quality measures like those proposed in this 
project will continue to grow in importance. 
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Abstract Interoperability is a key requirement for data 
communications in the ―smart grid‖.   It has been articulated 
at great length by the GridWise Architecture Council 
(GWAC).  However, the interoperability issues identified 
here to date include only interoperability of the data 
exchange.  In this paper, we first argue that middleware is a 
key enabling technology for helping meet interoperability 
requirements and avoid stovepipe systems in the smart grid.  
We then argue that the smart grid‘s data communications 
must support interoperability of Quality of Service (QoS) 
and security mechanisms across an entire power grid; this 
will necessarily involve traversing multiple organizations‘ 
IT infrastructures that may have different network-level 
mechanisms for providing QoS and security. We introduce 
the concept of QoS stovepipes to help illustrate how such 
QoS and security interoperability may occur and its 
consequences.  We then argue that the application 
programmer interface for such QoS and security 
requirements must be kept as high-level as possible to avoid 
QoS stovepipes.  Finally, we argue that middleware-level 
mechanisms are a much better way to provide this end-to-
end QoS and security, compared to the usual technique in 
the power grid of using (and getting locked into) network-
level mechanisms (which the middleware is built on top of). 

1. INTRODUCTION 

Interoperability both within and across utilities is a major 
concern as the communications systems for the "smart grid" 
are being envisioned and planned [1, 2, 3, 4, 5, 6].   Two 
major categories of interoperability are network 
interoperability and syntactic interoperability [3].  Network 
interoperability involves "exchange of messages between 
systems across a variety of networks".   Syntactic 
interoperability involves ―understanding of data structure in 
messages exchanged between systems‖, typically via 
network messages. 

There are a number of cross-cutting interoperability issues 
that span multiple interoperability categories [3].  Two key 

ones which applications require are ―Security & Privacy” 
and ―Quality of Service”. 

Additionally, we believe that any implementations 
supporting interoperability must also support the following 
principles articulated in [2]:  

Principle I09: An interoperability framework must be 
practical and achievable: 

 Meets performance requirements 
 Is reliable 
 Is scalable 
 Has sufficient breadth to meet the range of 

business needs 

Principle I10: An interoperability strategy must 
accommodate the coexistence of and evolvement 
through several generations of IT standards and 
technologies that will reside at any point in time on the 
Grid. 

Middleware (defined further below) is a software 
technology for organizing and programming distributed 
applications, that is, those applications with parts of a 
program or service separated by a network [7].  It has been 
considered "best practices" in other industries for many 
years (see, for example, [8, 9]) but has barely been deployed 
in electric power grids to date, at the least for power 
applications requiring wide-area situational awareness or to 

 
Figure 1: Context of QoS Interoperability [GWAC08] 
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otherwise augment SCADA. 

In this paper, we articulate some issues that must be 
addressed in support of cross-cutting security and privacy, 
as well as QoS aspects, in the GWAC network and syntactic 
interoperability categories. These are highlighted in Figure 
1.   

The major points of this paper are as follows: 

 In support of Principle I09, which essentially 
states that any solutions need to be effective from a 
variety of operational perspectives, it is essential 
that syntactic interoperability is incorporated across 
the board to its individual elements. We believe 
that having a comprehensive middleware 
architectural framework to deliver these services is 
the most effective way to ensure this in a 
comprehensive way, instead of a large collection of 
individual but narrow approaches, mechanisms, 
and evaluations.  

 In order to support interoperability across 
organizations and in support of the "future 
proofing" articulated in Principle I10, it is 
essential that APIs for Quality of Service 
(including security) should be expressed at a 
middleware layer, which maps down onto the 
lower-level mechanisms for providing a given 
property, in order to extend life cycle management 
across the evolution of these mechanisms. 

 In order to support multiple non-functional/QoS 
properties (delay, rate, confidentiality, 
criticality/availability, ...), it is essential that APIs 
be expressed in middleware so that they can be 
integrated and co-managed. 

 We extend the definition of a Stovepipe system to 
include non-functional properties such as QoS and 
security. We call this a QoS Stovepipe System, 
something that the ―smart grid‖ must avoid. 

Finally, we note that we use the term ‗QoS‘ in the title and 
the summary points above to be inclusive of a wide range of 
non-functional/behavioral requirements for smart grid 
communications, i.e., including cyber-security issues, rate, 
synchronization, etc [10]. This is the typical view of many 
(though not all) applied computer scientists, especially those 
working in the middleware (vs. the network 
communication) spaces (see for example [11]).  We note, 
however, that GWAC and others often take a narrower view 
on what QoS is, so throughout the paper we refer to these 
properties either as ―non-functional properties‖ or ―QoS and 
security/privacy‖ or something similar. 

The remainder of this paper is organized as follows. Section 
2 discusses functional interoperability and its opposite 

effect, stovepiped systems. Section 3 analyzes how 
middleware can enhance functional interoperability, i.e. 
traditional APIs and contracts.  Section 4 discusses non-
functional (QoS and security/privacy) issues and 
interoperability.  Section 5 analyzes how middleware can 
enhance QoS interoperability to avoid creating systems that 
are stovepipes in terms of end-to-end QoS and 
security/privacy.  Section 6 concludes the paper. 

2. FUNCTIONAL INTEROPERABILITY AND 

STOVEPIPES 

We now provide a definition of a stovepipe system: 

Stovepipe System: a legacy system that is an 
assemblage of inter-related elements that are so tightly 
bound together that the individual elements cannot be 
differentiated, upgraded or refactored. The stovepipe 
system must be maintained until it can be entirely 
replaced by a new system [12, 13]. 

Stovepipe systems are commonplace in many long-lived 
systems, particularly the military, and unfortunately many 
examples abound in today's electric power grid.  However, 
they are very expensive to maintain, and the opportunity 
cost of their inability to be upgraded or refactored is 
staggering. It is thus essential that as we move forward the 
smart grid minimize the likelihood of creating stovepipe 
systems. 

Interoperability is of course crucial across multiple 
organizations, vendors, standards, locations, and time scales.  
A smart grid clearly requires this [1, 3].  Fortunately, 
technologies and technical approaches developed in 
computer networking distributed computing, and software 
engineering in the last two decades enable the smart grid to 
be built in ways that can avoid both stovepipe systems and 
vendor lock-in.  

Network interoperability (Category 2 in [3]) includes 
transferring data across different networks, inter-domain 
naming issues, etc.  For example, IP can operate above local 
area networks (LANs) running different technologies such 
as Ethernet and token ring.  It also encompasses OSI Layers 
3 and above1: network (3), transport (4), session (5), and 
even sometimes aspects that were formerly thought of as 

                                                           
1 We note that [3] does not list OSI Layer 6: Presentation.  
We believe that this evolving document needs to incorporate 
considerations in this dimension as well. For example, this 
is where interoperability between different CPU types (big 
endian vs. little endian) is handled.  We do believe, 
however, that this would be better handled in a Syntactic 
Interoperability layer (Category 3 of [3]), ideally via 
common middleware. 
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part of the application layer (7)2. Another example of 
Network interoperability is the 2008 North American 
Distribution Metering Standard ANSI C12.22.  It is 
designed to operate with different legacy Electric Utility 
AMI technologies, including IP, by providing services 
(including name service) above the transport layer allowing 
it to ride on any and all networks. [14] ANSI C12.22 
represents the OSI session layer (5, 6) and interfaces with 
ANSI C12.19 representing OSI application layer (7).   

Before we can offer further analysis, we must distinguish 
between two kinds of interoperability: functional 
interoperability and non-functional interoperability.   

Functional interoperability involves the traditional 
interoperability of the application or "business logic".   
Functional interoperability of course requires some kind of 
agreement on the interface: an API or contract [3 Sec 2.1].  
In the next section we describe how middleware can greatly 
aid in functional interoperability.   

Non-functional interoperability involves interoperability 
across behavioral issues such as delay and security.  In 
Section 4 we describe this further, then in Section 5 we 
show how QoS-enabled middleware can aid in providing 
end-to-end QoS that spans multiple organizations, 
underlying lower-level QoS mechanisms, etc.  

3. MIDDLEWARE AND FUNCTIONAL 

INTEROPERABILITY 

3.1. Definition and Benefits of Middleware 

We now provide a definition of middleware [7, 15]: 

Middleware: a layer or layers of software and 
services above the operating system but below the 
application program providing a common 
programming abstraction and system model across 
a distributed system. 

An example of middleware (of a client-server variety) is 
given in Figure 2.  The middleware API offers a given 
programming abstraction (distributed objects, distributed 
tuples, etc) that the middleware implements on top of the 
given operating system's APIs.  This ability for the 
programmer's API to be shielded from that of a lower-level 
operating system mechanism (or, as we will see in Section 
6, being separated from lower-level non-functional APIs for 
such QoS/security properties as delay, throughput, and 

                                                           
2 We note that, in our experience, layers in a distributed 
computing system often don‘t look anything like or behave 
like classically described OSI layers 5 and above; we list 
them here because they are explicitly used as guidance in 
[3]. 

confidentiality) is a key advantage of a middleware 
approach. 

Middleware exists in part to help manage the complexity 
and heterogeneity inherent in distributed systems.  Indeed, 
important aspects of it were developed in large part under 
the umbrella of the US military, due to its extensive 
operational needs, e.g. the Cronus project [16].  Middleware 
provides higher-level and network-centric building blocks 
(abstractions such as distributed objects, distributed tuples, 
remotely updated variables, etc) than an operating system 
provides, and more suitable to distributed computing.  Such 
higher-level building blocks can help make code much more 
portable, with fewer errors (no need to handle low-level 
communications issues), and are much easier to change 
later.  They also make programmers more productive 
because they are much closer to the application's layer of 
abstraction (servers, publishers, variables, hierarchically-
named objects, etc) than the network layer (buffers, DNS 
names, etc). 

Middleware thus also helps insulate the developer from 
different kinds of heterogeneities that are inherent in a 
distributed computing system (and provides interoperability 
across them): 

 Network technology (OSI Layers 2 and 3) 

 CPU architecture (big/little endian, word size, ...); 
including OSI Layer 6 (Presentation) 

 Operating system (or family thereof; exception: 
Microsoft Windows -- de facto albeit not de jure). 

 Programming language  

 Vendor implementation (some middleware 
standards, notably from the Object Management 
Group, have been supported by multiple vendors 
for many years). 

 
Figure 2: Middleware in Context 
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3.2. Standardization of Middleware 

Middleware is typically standardized through a combination 
of at least three levels, to achieve different forms of 
interoperability: 

 API/contract, typically through a language-
independent interface definition language (IDL).  
An IDL compiler then translates the IDL into 
different supported programming language 
interfaces, which the programmers program to in 
the programming language for their particular 
application. 

 Wire protocol: how a method name, server 
identification, parameter list, etc are marshaled into 
a network packet 

 Message protocol: what kinds of message are sent 
at a given middleware layer.  For example, the 
CORBA standard specifies 7 different kinds of 
message; example: a CORBA::REQUEST message 
goes from the client to the server, which responds 
back with a CORBA::REPLY message. 

Middleware is standardized at the interface levels above, but 
most often not at the implementation level underlying that 
interface (for most of the implementation; however, key 
aspects of interoperability e.g. message and wire protocols, 
also accompany the standardization to achieve more specific 
interoperability co-objectives.)   This allows different 
vendors to optimize their implementations in different ways 
and in general to be able to "build a better mousetrap".  This 
in turn makes it feasible for long-running software systems 
to be able to switch vendors mid-life if needed (e.g., by a 
vendor bankruptcy or availability of a better 
implementation).  This switch is not without cost, of course, 
but is a (sometimes small) fraction of the cost of re-
implementing the system from scratch. 

3.3. Multi-Layered Middleware 

Network researchers have of course developed multiple 
layers of network protocols, where each layer builds on the 
one below and offers a higher-level of abstraction or 
service.  Similarly, middleware researchers have developed 
multiple layers of middleware that build on the layer below 
it [17, 18, 19]. As the layers move higher, not only are the 
abstractions and services offered to the programmer at a 
higher level, but they may also become more domain-
specific (but still reusable across applications). 

3.4. Middleware in Other Industries 

The US military has long had complex distributed software 
spread out over wide geographic areas in hostile and 
changing IT conditions.  It was thus a leader in pushing the 

development of middleware; for years, middleware has been 
required by a number of agencies for their distributed 
application programs, including the following: 

 US DOD DISA DISR (current DISR baseline 
version is 09-2; requires DoD PKI Cert to access) 

 US Navy NESI (see NESI-X Part 5 Developer 
Guidance Mid Tier) 

 US Navy Open Architecture Computing 
Environment (OACE) 

 US Navy FORCEnet Reference Architecture 
(FORCEnet Architecture and Standards: Volume 
II, Technical View) 

 US Navy PEO IWS Objective Architecture 
Software Design Document (Draft) 

For more examples of the widespread use of middleware in 
other industries such as aviation, transportation, and 
aerospace, see [8]. 

3.5. Middleware and the Smart Grid 

Note that middleware typically overlays and enhances OSI 
Layers above the transport (4) layer4.  The alternative to 
handling these layers in middleware is to hand-code these 
layers in the application program.  However, this is very 
time-consuming and error prone; the best practices are very 
hard to re-create [9]. 

We thus believe that in the layers described in [3], the 
Network Interoperability layer should address OSI Layers 4 
(transport) and below, not including "Application Protocols" 
as [3 suggests], and arguably not Layer 5 (session), which 
middleware typically handles. Additionally, we believe that 
the Syntactic Interoperability layer should encompass issues 
associated with OSI Layers 5 and 6.  ANSI C12.19 was a 
first effort in Distribution Metering toward solving some of 
the issues that Middleware has solved in other industries, 
such as CPU architecture (big/little endian, word size, data 
types, syntax, syntax organization, device description via 
device class…); including OSI Layer 6 (Presentation).    
Middleware typically handles some session-level issues, but 
may utilize aspects of transport-layer session management 
when it is implemented over a transport such as TCP that 
already provides a form of session management.   

                                                           
4 We note that neither  of the two key documents for smart 
grid interoperability [3, 20] even mention middleware by 
name, and the few examples [3] happens to give are very 
primitive and are mingled in with network protocols without 
distinguishing between the two. 
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In this vein, the Distribution Metering Standard, ANSI 
C12.22, is also aligned with the concept of middleware by 
providing services such as ―naming‖ and ―application 
security‖ if needed (Not provided by legacy lower layer 
communications technologies).  It is also, constructed to 
operate above UDP and TCP transport [14]   UDP, which is 
often used as a critical element for both more predictable 
low latency and natural fit within multicast frameworks, has 
no real session layer, so when middleware is implemented 
on top of it the middleware typically does all the session 
management (for example, when a client is "connected" to a 
server object in CORBA or a subscriber is "connected" to a 
publisher). 

Further, we note that the GWAC layering perceptively 
includes a semantic understanding (interoperability) layer. 
There is as yet only limited experience with the appropriate 
ways to separate and integrate these newer views of 
interoperability, but it seems clear that middleware services 
can and should serve as a simplifying organizational base 
apart from the specific technology and mechanisms used to 
implement it, thus pushing our notion of ―interoperable 
systems‖ to an even higher level. 

Finally, we note that middleware is not mutually exclusive 
with existing utility standards such as C37.118, IEC 61850, 
ANSI C12.19/C12.22 and OPC UA.  Indeed, middleware 
can be used to integrate these and other standards into a 
grid-wide inter-utility data delivery system within a 
standardized and hierarchical naming scheme. Additionally, 
some middleware is developed specifically for the wide area 
[21, 11].  Given that the above-mentioned utility standards 
feature protocols that have varied abilities for the wide area 
with QoS and multicast and security, such middleware can 
encapsulate and integrate with messages from current utility 
standards listed above, which may already have widespread 
deployment.    

4. NON-FUNCTIONAL INTEROPERABILITY AND 

QOS STOVEPIPES 

As noted above, functional behavior deals with the business 
logic embedded in programs.  Its APIs are specified in an 
IDL or some similar kind of contract.  While functional 
behavior deals with the “what” of the program or service, 
non-functional behavior deals with the “how”: how fast, 
how robust/available, how secure, how complete.  
Implementing this often also requires sophisticated resource 
management strategies, and encompasses specific issues 
that service providers are routinely concerned with, 
including such things as controlled sharing and utilization of 
resources. 

4.1. Non-functional properties 

Non-functional properties that are required for the power 
grid include the following [22, 23, 24, 25, 26, 27]: 

 End-to-end latency (as low as a few milliseconds 
for current expected applications) 

 Rate (from once a minute to 250 Hz) 

 Widely varying requirements for availability of 
Data: {Ultra-high, Very High, Medium, Low}  

 Confidentiality 

 Integrity 

A crucial point regarding non-functional properties is this—
you usually can’t have them all at once: 

1. Different properties inherently must be traded off 
against others. 

2. Different mechanisms for a given property are 
appropriate for only some of the operating 
conditions an application may encounter 
(especially a long-lived one). 

3. Different mechanisms for the same non-functional 
property can have different tradeoffs of lower-level 
resources (CPU, bandwidth, storage) 

4. Mechanisms most often can‘t be combined in 
arbitrary ways 

Further, even if you somehow could have them all at once, it 
would likely be prohibitively expensive. Given these 
realities, and the fact application programmers rarely can be 
expert in dealing with the above issues, middleware with 
non-functional properties supported in a comprehensive and 
coherent way is a way to package up the handling of these 
issues and allow reuse across application families, 
organizations, and even industries.  Indeed, for this reason, 
the Quality of Service for Objects project (QuO) 
middleware framework even has architecturally created a 
first-class role for a new kind of programmer: a QoS 
Engineer [11, 28, 29] 

4.2. Implementing Non-Functional Properties 

Resource allocation is a big part of resource management 
and is essential for providing non-functional properties.  A 
given lower-level mechanism enables one or more non-
functional properties that may be optimized (or, at 
minimum, appropriate) for some operating conditions and 
inappropriate or even considered ―not working‖ under other 
conditions.  At runtime, a given mechanism may utilize 
different levels of underlying resources (CPU, bandwidth, 
memory/storage).  Different mechanisms providing the 
same property can provide different levels of non-functional 
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service for given operating conditions; they also typically 
offer different tradeoffs between the level of non-functional 
properties provided and resources consumed. 

Examples of typical ways that non-functional properties can 
be supported include the following: 

 Latency mechanisms: a chain of network-level 
―reservations‖ for performance (see below for a 
more detailed view). 

 Confidentiality mechanisms: encryption 

 Integrity mechanisms: higher-level algorithms built 
on top of encryption (e.g., digital signatures). 

 Availability mechanisms: replication (spatial, 
temporal, value) and end-to-end latency 
mechanisms per above. 

4.3. Abstraction Level for Non-Functional APIs 

Best practices dictate that the abstraction level for non-
functional properties offered to the programmer be 
established as high as possible, rather than encouraging 
developers to bind directly into lower-level mechanisms, for 
a number of reasons: 

 It is less error-prone. 

 Very few application programmers are expert in 
low-level, non-functional property mechanisms. 

 Different lower-level mechanisms are available in 
different configurations in different deployments. 

 The APIs of the lower-level mechanisms will 
change over time and perhaps with situation. 

 New lower-level mechanisms providing the same 
property or properties will become available over 
the lifetime of an application (which often can span 
many decades). Such new mechanisms will often 
be better than existing ones in one or more ways, 
including offering a higher level of a non-
functional property or being useable across a wider 
range of operating conditions 

We now give an example of how higher-level properties can 
be mapped down to lower-level mechanisms [30]: 

• Application-Level-1: freshness =  
max_period + max_latency  

• Application-Level-2: rate and latency to deliver a 
given update over given path of links (each with 
given link-level latencies), for a given update 
message size.  Note that the max_period above is 
inversely related to rate here. 

• Network-Level-1: bits/second over a given link.  
This of course depends on the size of the updated 
variable (which may vary considerably) and the 
rate (which in some cases may be changed at 
runtime). 

• Network-Level-2: mechanism-specific parameters 
of a given network-level QoS mechanism 

In Section 5 below, we show the difficulties that application 
programmers may have in directly programming to these 
network-level QoS parameters without the added support 
from a middleware infrastructure layer. 

4.4. QoS Stovepipe Systems 

Recall from Section 2 the definition of a stovepipe system: 

Stovepipe System: a legacy system that is an 
assemblage of inter-related elements that are so tightly 
bound together that the individual elements cannot be 
differentiated, upgraded or refactored. The stovepipe 
system must be maintained until it can be entirely 
replaced by a new system [12, 13] 

From this we propose the following new definition: 

QoS Stovepipe System (QSS): a system of systems 
whose subsystems are locked into low-level 
mechanisms for QoS and security such that  

a) it cannot be deployed in many reasonable 
configurations, or 

b) some programs cannot be combined because they 
use different lower-level QoS mechanisms for the 
same property (e.g., latency) that cannot be 
composed, or 

c) It cannot be upgraded to ―ride the technology‖ 
curve as better low-level QoS and security 
mechanisms become available. 

It is essential that any ―smart grid‖ avoids enabling or 
perhaps even allowing QSS, and in the next section we 
discuss how middleware can help. 

5. MIDDLEWARE AND QOS INTEROPERABILITY 

Common network-level QoS mechanisms include ATM, 
INTSERV/RSVP, IPv6 Flow Labels, DIFFSERV, and 
MPLS. These different mechanisms all have service level 
management capabilities, very roughly parameterized by 
delay, loss, throughput, and security.  However, they have 
very different semantics.  Most offer very coarse notions of 
these properties, although IPv6 Flow Labels [31] offer 
somewhat finer granularity (though likely not nearly what is 
needed for real-time streaming of mission critical data such 
as represented by synchrophasor based applications). 
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But these different mechanisms that seem superficially 
similar vary quite a bit in terms of the sustainable service 
they provide, the kind of control mechanism (and 
corresponding API), and the time that this control 
mechanism is invoked by the program.  Figure 3 
summarizes how ATM, INTSERV/RSVP, IPv6 Flow 
Labels, DIFFSERV, and MPLS all vary widely in such 
ways.  It is worth noting regarding these different 
mechanisms: 

 Composing them (e.g., across ISPs or 
organizations) is not a simple task 

 None are likely to become the single standard or 
protocol and be available everywhere, so 
composition or augmentation may be necessary. 

These together argue that it is best to not burden application 
programmers with individually directly programming to 
these mechanisms for supporting the associated non-
functional properties.  Rather, their use can be incorporated 
as best practices into middleware, with common mappings 
to one or more underlying mechanisms of choice.  This is 
essential if we are to avoid building QSSs for the ―smart 
grid‖.  In our long experience in building distributed 
applications, it is very difficult to avoid QoS Stovepipe 
Systems without an interceding layer of QoS-enabled 
middleware. Such QoS-enabled middleware can be provided 
by experts through common infrastructure not only for 
functional interoperability but also for non-functional 
properties; such middleware has been under research study 
and transition evaluation since the mid- 1990s and later has 

been offered as standardized commercial products (e.g., by 
the OMG) [32].  This allows middleware vendors to 
establish which mechanisms providing different non-
functional properties can be used and combined in which 
ways under which operating conditions, and package this up 
for programmers to use at a higher level.  For research 
examples of such middleware, see [33] [34] [35].  Further 
commentary on this issue can be found at [36]. 

Finally, regarding middleware, in our opinion you cannot 
today buy everything that is needed for complex high 
performance, high precision and highly predictable mission 
critical data delivery systems commercial off the shelf 
(COTS), especially for wide area deployments.  Some 
existing COTS middleware can be very appropriate for 
significant parts of such systems.  However, these 
implementations are not optimized for the very low 
latencies and the very high availabilities that wide-area 
system integrity protection schemes [37] and closed-loop 
control for the grid will require.  We note that besides QoS-
enabled middleware, of course, there still needs to be a 
coherent architecture that utilizes it [38], and a middleware 
based perspective can be an important element of that as 
well. 
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Abstract 

A very simple appliance interface was suggested by this 
author and his co-authors during Grid-Interop 2007. The 
approach was based on a successful collaboration between 
utilities, a major appliance manufacture, and the 
manufacturer of a load control module during the U.S. 
Department of Energy’s Grid Friendly™ Appliance project. 
The suggested approach was based on the assumption that 
demand-response objectives could be effectively 
communicated to and from many small electrical loads like 
appliances by simply agreeing on the meaning of the binary 
states of several shared connector pins. It was argued that 
this approach could pave the way for a wave of demand-
response-ready appliances and greatly reduced expenses for 
utilities’ future demand-response programs. The approach 
could be supported by any of the many competing serial 
communication protocols and would be generally applicable 
to most end-use devices.   

1. BACKGROUND 
The PinBus interface protocol is based on the successful 
communication of autonomously generated control signals 
to appliances during the Grid Friendly™ Appliance 
Project [1]. In this project, 150 Whirlpool Corporation 
clothes dryers and 50 water heaters were modified to receive 
and respond to a signal from the Grid Friendly autonomous 
controller. The voltage of a shared connection pin was 
simply reduced to zero to indicate the presence of a low 
frequency condition on the electric power grid. Recognizing 
how elegantly the simple control signal had been 
communicated by the electrical voltage state of a limited 
number of pins, collaborators from PNNL, Whirlpool 
Corporation, and Portland General Electric presented the 
approach’s attributes and a compelling business case for the 
approach at the 2007 Grid-Interop Forum [2]. The author 
has extended and more fully defined this concept and 
opportunity funded by the U. S. Department of Energy [3]. 

The development of this interface protocol is being 
undertaken during a global push to make electric power 
grids smarter. There is a consequent desire to create more 

flexible, responsive populations of end-use devices, a 
cooperative grid system that better manages available 
energy, power, and infrastructure. Ideally, the development 
of such a flexible, responsive system will be facilitated by 
low cost means to communicate to the multitude of 
potentially responsive end-use devices. The components of 
such a system are preferably interoperable and 
interchangeable, thus facilitating competition that further 
drives downward the system costs. Furthermore, such 
communications must be secure. The PinBus approach 
facilitates these needs of a smart grid. 

2. EXISTING CHALLENGES ADDRESSED BY 
PINBUS 

The following issues presently limit that application of 
demand response to small loads and appliances and are 
addressed by the PinBus approach. 

Demand responsiveness is expensive. The control of small 
devices like appliances can bear only a small expense. At 
pennies per kWh, the expense of energy and electric power 
justifies few demand-response applications. Therefore, 
utility energy programs typically control only the largest 
residential appliance types. Even so, the expenses borne by 
retrofit products and aftermarket engineering and 
installation make such programs only marginally cost-
effective. But the expenses would be greatly reduced if the 
devices were installed ready to respond to energy programs, 
and more and even smaller devices like white goods 
appliances could be made responsive to the grid if necessary 
modifications were performed on the manufacturing floor, 
where labor is relatively inexpensive. 

Durability and Obsolescence. Devices like appliances 
endure much longer than nearly any digital technology or 
protocol has proven to endure.  The smart grid involves the 
application of digital intelligence—computers—throughout 
the power grid. But there is a fundamental mismatch 
between the life expectancies of grid hardware and the very 
short life expectancies of most digital electronic devices and 
their software and protocols. PinBus minimizes the need for 
digital intelligence within the device. 

Interoperability. An interface to small devices like 
appliances must be interoperable. The communication 
interface should be similarly applied to most devices. 
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Interfaces providing different functions and made by 
different vendors should be interchangeable and applicable 
to many device types and models. And the interface should 
be amenable to multiple existing and future use cases.  

Furthermore, the preferred solutions will provide flexibility 
to all stakeholders. Appliance manufacturers should be 
allowed to change their appliances’ preferred 
communication protocol without redesigning their products. 
Utilities should be allowed to change their incentive 
programs to suit their emerging use cases. 

Security. 

3. PRINCIPLES OF THE PINBUS APPROACH 

The interface must be secure from intentional and 
accidental threats. Communication itself has been shown to 
increase threats from malicious and accidental causes. 
Simplicity breeds security. Because PinBus is unable to 
communicate unique identifying information across its 
boundaries, it should not be as vulnerable to cyber security 
threats as are other protocols that rely on rich serial 
communication of specific, identifiable information. 
Similarly, a customer’s privacy is protected when specific 
information about his appliances and habits remains 
unshared. 

This section lists important attributes or characteristics of 
PinBus. 

3.1. PinBus System Components 
A PinBus system is comprised of (1) A responsive device 
that provides and hosts a PinBus interface, (2) A removable, 
interchangeable interface module that plugs into the 
responsive device and converts its PinBus signals into 
another standard communication protocol, and (3) an entity 
that communicates to the interface module (see Figure 1).  

Examples of entities that would communicate to the 
interface modules could include utilities, aggregators, home 
gateways, or home energy managers. The responsive 
devices may include electric loads, distributed generators 
(including renewable generation), and simple energy 
indicators. 

 
Figure 1. Components of a PinBus System 

3.2. PinBus Supports Bi-directional Communication 
PinBus communication is inherently bi-directional. The 
wired-OR physical protocol is used, which means bus 

conflicts will not create harm can be detected. In wired-OR 
logic, any terminus may assert a zero by forcing the 
condition of the connection to zero potential, but no party 
may assert a “1” state. Therefore, any party may assert its 
own zero and may read zeros asserted by other parties that 
share the connection. In principal, more than two parties 
could share the PinBus bus, but such an extension would 
necessarily require further specification of signal timing. 
The advantage of allowing multiple parties to share the 
PinBus bus would be that multiple applications—say from a 
local home manger, a neighborhood manager, an 
autonomous controller, and a utility—could all benefit from 
responses of a shared device. 

3.3. PinBus Devices Use from 0ne to Eight Pins 
PinBus protocol allows and supports device communication 
using from one to eight device pins. Very simple devices 
like water heaters can respond adequately using just one pin. 
Additional pins allow for richer interactions, including 
acknowledgements, device identification, service requests, 
and communication of price level bids and incentives.  

While the devices can be configured for fewer than eight 
pins, every interface module must be able to communicate 
with any device and must therefore support all eight pins. 
When an interface module is connected to a device that has 
a reduced pin count, it learns the number of device pins and 
simplifies its own communications to use only those device 
pins that are available from the device. 

3.4. PinBus Supports Transactive Price Control 
PinBus supports bid and price behaviors of the type that are 
needed for transactive control. Transactive control is a 
dynamic, interactive system of price control where devices 
bid their availability or need for power, which in turn affects 
the resultant price that is distributed to the responsive 
devices [4]. PinBus devices do not themselves receive and 
bid price, but a PinBus device is capable of stating its 
relative degree of satisfaction (i.e., its bid) and react 
accordingly to price using eight discrete levels. If necessary, 
it is the interface module (or another intelligent agent in the 
system) that converts monetary bids and prices to and from 
these discrete levels. So, a PinBus device communicates 
bids and prices using relative terms ranging from 
“extremely negative” to “extremely positive”. The use of 
both positive and negative level ranges anticipates smart 
PinBus devices that will respond to both high prices and low 
priced opportunities. 

3.5. PinBus Communicates Desired Grid Outcomes 
PinBus communicates objectives and outcomes, not device-
specific directives. One of the keys to the simplification 
offered by PinBus is its recognition that the electric power 
grid asks responsive devices to perform relatively simple 
and few tasks. While some competing protocols provide 
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impressive bandwidth for the specific control of device 
components (e.g., “turn off dryer heating element”), PinBus 
communicates only high level objectives (e.g., “the grid is 
short on available power”, or “the grid needs VAr support 
immediately and for a short duration”). The responsive 
PinBus devices respond with simple acknowledgements and 
bids that reveal their present availability and need for real or 
reactive power. PinBus communicates nothing that is 
device-specific and therefore does not itself rely on unique 
addressing.  

3.6. PinBus Might be Least Expensive Approach 
The PinBus approach could prove to be the least expensive 
approach to achieving demand-response-ready devices. The 
PinBus approach pushes risks and expenses outside the 
appliance or device. New appliances should be 
inexpensively augmented to support PinBus. The 
application engineer has options for numbers of pins to 
support and can implement the simplest PinBus interfaces 
without a microprocessor. It is assumed that a device would 
be most economically available if product models were 
delivered with the PinBus interface. Modest expenses would 
then be borne through the application of the interchangeable 
interface modules to the responsive devices, but these 
expenses would be borne by those who wish to control the 
device and only for those devices that are truly used. 
Additional savings should be expected from the approach’s 
universality and endurance as a simple standard. 
Development, for example, would be expedited because 
there is no need for the device developer to reveal and 
negotiate contextual and semantic meanings of 
communicated signals. 

3.7. PinBus is a Commodity Approach to Control 
PinBus allows for various levels of device processor 
intelligence, including none. A one-pin device may be 
implemented with direct control of a power relay. Simple 
applications can be designed with logic only and no 
microprocessor. The PinBus approach is reducible to an 
application-specific integrated circuit (ASIC) that would 
further simplify the application developers’ development 
tasks. Process-oriented devices, especially those that interact 
regularly with humans, would likely require richer control 
and microprocessors. 

3.8. Respects Customer and Manufacturer Privacy 
PinBus respects the sanctity of the device manufacturers’ 
relationship with its customers. The device manufacturer is 
solely responsible to determine the best response available 
from his product models. The PinBus protocol allows the 
device owner to temporarily override requested responses. 
Nonetheless, energy program mangers can ask for and 
receive through PinBus acknowledgements that devices are 
available and responding.  

3.9. Interoperable, Interchangeable Modules 
PinBus interface modules are identical for all device 
applications. This means that there should be only one (e.g., 
ZigBee®-to-PinBus) interface module and not unique 
versions of such module by device type and by utility 
energy program. This is an important key to achieving 
interoperability.  

4. PINBUS INTERFACE PROTOCOL 
Table 1 defines the meanings of PinBus pins from the 
perspectives of the device and the utility sides.  

Table 1. PinBus Pin Interpretations 
# Device-Side Utility-Side 

7 Idle / Active Active / Inactive Real 
Power Control 

6 Overridden / Listening Hold (or Request Info.) / 
Release Last Request 

5 Bid from -4 “extremely 
negative” to 3 “extremely 

positive” (or ID)  

Price (Value) from -4 
“extremely negative” to 3 

“extremely positive”  
4 
3 

2 Ack. / Not Ack. Reactive 
Power Request (or ID) 

Active / Inactive Reactive 
Power Control 

1 Ack. / Not Ack. Real 
Power Request (or ID) 

Short / Long Duration 
Anticipated 

0 Maint. Needed / OK 
(or ID) 

Respond Immediately / As 
Soon as Possible 

4.1. Interpretation Depends on Perspective 
The interpretation of a pin’s meaning depends on one’s 
perspective. The meaning of a pin’s state must be inferred 
from the utility and device sides. As will be discussed in the 
next section, the device and utility sides may assert pins that 
transition from one state to another, which transition is 
interpreted by the other side of the interface. Because 
wired-OR logic has been employed, the device or utility 
sides need only sample the pins to quickly assess any pin 
conditions that are being asserted by the other side. 
Therefore, the most important pin 7, for example, may be 
used by the device to show whether its application is 
consuming energy and by the utility side to request an 
energy response. Perspective must be considered. 

4.2. Pin Meanings 
Each pin has an assigned attribute, or assigned attributes, 
that it is responsible to convey. One pin conveys to the 
device whether an energy response is in effect; another pin 
is used by the utility side to request a bid and 
acknowledgement from the device. While more data could 
be communicated if the pins simply represented a byte of 
data (i.e., up to 256 unique bytes), doing so would have (1) 
denied the generalized use of fewer than 8 pins, (2) limited 
bi-directional communication across the bus, and (3) 
violated an important principle and advantage of PinBus, 
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which was to avoid the communication of rich, device-
specific information.  

4.3. Devices Support from One to Eight Pins 
An interface module must support the full set of eight pins, 
but device applications are permitted to use as few as one 
pin. The interface module infers the number of pins from 
device responses and thereafter reduces the complexity of 
its communications according to the number of active pins 
provided by the device. The types of interactions that can be 
supported by devices having from one to eight PinBus pins 
are listed in Table 2. 

Table 2. Capabilities that can be Communicated across the 
PinBus Interface with Various Numbers of Device Pins 

#Pins Utility Side Device Side 

1 Power curtailment 
requests Reveal on/off status 

2 Hold power 
curtailment requests 

Acknowledge power 
curtailment requests 

Reveal override of power 
curtailment requests 

3-5 

Bi-directional real 
power requests 

Reveal 2-8 price or 
value levels 

Acknowledge bi-directional 
real power requests 

Bid for service using 2-8 
discrete levels 

6 Bi-directional reactive 
power requests 

Acknowledge bi-directional 
reactive power requests 

7-8 Reveal duration and 
urgency of requests 

Alert system / request 
service 

4.4. State Transition Definitions 
Refer to the complete state transition diagram in Figure 2. 
The lines between the 15 allowed states represent the 
important pin and originator or the state transition. For 
example, “D[P6]” indicates that the device (D), not the 
utility side (U), initiates the transition, and it is the status of 
pin number 6 that is used to initiate or reverse the transition. 

The three unique pairings of numbers that accompany the 
states were useful in determining the number of unique and 
important states and might prove useful during future device 
application development. The three numbers refer to 
operational, notification, and response statuses, respectively. 
These status attributes and corresponding numbers are 
defined here and summarized in Table 3. 

 Operational status—whether the device is active (i.e., 
on) or not. The device is solely responsible to determine 
its operational status, but the operational status can be 
influenced or directly controlled by response requests 
received by the device. The allowed device operational 
statuses are active, inactive, or unknown. 

 Notification status—whether the device or utility sides 
have requested notification. Either the device or utility 

sides of the PinBus interface can initiate notification. 
Most often, no notification will be asserted or requested 
and the notification status will be idle. However, the 
device can initiate an override-and-identify condition to 
let the utility side know its identity or announce that a 
request has been overridden. The utility side can 
request acknowledgement and bids from the device. 
The assertion and release of a notification state by 
either the device or utility side should be followed by a 
corresponding notification request from the other. 
Thereby, notification requests can be used to invite a 
bid or identification notification across the interface. 

 Response status—the utility side may assert a request 
for a modification of real power consumption, reactive 
power consumption, or both real and reactive power 
consumption. If no response is being requested by the 
utility side, the response status remains idle. The device 
may acknowledge or choose to override the requested 
change in real or reactive power, but these elections by 
the device do not change the response status condition. 

Table 3. Set of Unique State Status Identifiers 
Status \ # 0 1 2 3 4 

Operational Unknown On / Active Off / 
Inactive 

Not 
Allowed - 

Notification Unknown Acknowledge 
& Bid 

Override 
& 

Identify 

Not 
Allowed Idle 

Response Unknown Real Power 
Request 

Reactive 
Power 

Request 

Both 
Real & 

Reactive 
Request 

Idle 

The available states that can be transitioned into by the 
device or interface module (utility side) are determined by 
the present state, by the number of pins supported by the 
present device, and by whether the transition is to be 
initiated by the device or utility side. The complete set of 
allowable state diagrams has been included in the 
appendices of [3]. In almost every case, a transition that is 
initiated by one side of the interface will be properly 
recognized by the other. There are several counterexamples 
where the transition cannot be uniquely determined when 
few device pins are used, but the ramifications of this 
ambiguity are not serious. 

Note also that the device that has been used here to teach the 
PinBus approach in these state diagrams is an electric load. 
There is a subtle change in the interpretation of some pins 
for generation resource devices. These distinctions are the 
result of defining pins by the power grid’s needs. For 
example, a load sets pin 7 high when it is on; a generator 
sets pin 7 high when it is off. In this way, the utility side 
may assert the pin low to turn off the load and turn on the 
generator, each response an appropriate response to a 
shortage of power on the power grid. 
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4.5. Interface Module Infers Number of Device Pins 
The interface module must infer the number of device pins 
being used by the device. This is done indirectly, not 
directly, from information embedded within a device‘s 
identifier. The device identifier necessarily ends with a “0” 
(asserted low state) and thus points to the last supported pin 
of the device. The remaining pins of the identifier have been 
assigned tentative meaning (Table 4). Note that a device’s 
identifier identifies its response capabilities and does not 
attempt to assign a unique identifying number. 

5. INTEROPERABILITY DISCUSSION 
An assessment of the PinBus approach was made in respect 
to the GridWise Architecture Council “GWAC Stack” 
concerning the framework of interoperability issues that 
must be resolved prior to achieving a successful and 
interoperable solution [5]. This exercise helped the author 
explore not only these issues, but also how the approach 
might allocate responsibilities among the equipment 
manufacturers, interface manufacturers, premises owner, 

 

 

and the entity that would wish to affect the energy behaviors 
of a responsive device (e.g., utility or aggregator).  

Refer to Figure 3. This diagram summarizes the 
interoperability challenge as it is addressed by the PinBus 
approach for the technical, informational, and organizational 
interoperability levels of the GWAC framework (vertical 
axis) and for each physical component of successful 
communication between a responsive device and the utility 
entity (horizontal axis). The colors refer to the interests of 
various stakeholder entities in this communication pathway, 
including the device manufacture (blue), interface module 
manufacturer (green), premises owner (purple), and utility 
entity (yellow).  The minimum span of interest in each row 
is emphasized in bold letters, but optional extensions of 
those interests are also shown. These alternatives provide 
those who would use PinBus the flexibility to decide where 
requisite intelligence must reside. For example, one could 
decide to discretize a price signal either within a building’s 
communication gateway or higher up in the communication 
path by a regional aggregator. 
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Figure 2. PinBus State Transition Diagram 
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Figure 3. Analysis of PinBus Approach Operability for Various Stakeholders using GWAC Stack (Perspectives: Blue—Device; Green—Interface; Purple—
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Table 4. Tentative Definition of Device Identifier 
xx-111111 Default device identifier 

AND 11-xxxxxx Simple one- or two-pin interface 
AND 11-0xxxxx Simple three-pin interface 
AND 11-10xxxx Simple four-pin interface 

AND $DF Device offers supply or storage (4) 
AND 11-110xxx Simple 5-pin interface 

AND $EF Device is bid- and price-responsive (5) 
AND 11-1110xx Simple 6-pin interface 

AND $F7 Device offers both real and reactive 
responses (6) 

AND 11-11110x Simple 7-pin interface 
AND $FB Device offers autonomous 

responses (7) 
AND 11-111110 Simple 8-pin interface 

AND $FD Device offers status indicators on its 
user interface (8) 

Note 1: Parentheses indicate the minimum number of device pins 
needed to support qualifiers. 

Note 2: The symbol “x” means “don’t care.” 
 
This evaluation tends to support the assertion that the 
PinBus approach decouples the interests of stakeholders. 
The interests of the various stakeholders do not necessarily 
extend through the PinBus interface. If this is true, the 
PinBus approach would allow developers to work more 
independently, not necessarily requiring that full consensus 
be earned by the device manufacturers and utilities, for 
example, before a useful, interface can be provided on 
newly manufactured equipment. 

6. PLANNED LABORATORY DEMONSTRATIONS 

6.1. State Diagram Visio Transition Simulator 
Program 

An animated PinBus state transition emulator was 
developed during 2009. This emulator demonstrates how 
transitions may be initiated by the device or utility sides and 
how the resultant PinBus bits should be interpreted across 
the interface. If there is continuing interest in PinBus, this 
interface could be interfaced to responsive appliances to 
demonstrate such applications.  

6.2. Laboratory 
A laboratory demonstration of the PinBus approach has 
been formulated. The purpose is to demonstrate 

 How small devices like appliances may be configured 
to provide a useful PinBus interface 

 How various interchangeable interface modules can be 
produced to interface between PinBus-enabled 
appliances and existing communication protocols like 
Zigbee® [6], HomePlug® [7], or U-SNAP [8,9]. 

The planned laboratory demonstration components consist 
of  

 A PinBus thermostat base— a thermostat base has been 
designed to intercept and modify the control signals 
from a conventional programmable thermostat. The 
thermostat continues to operate as before, but the 
thermostat base can modify its behaviors based on 
information communicated via PinBus. 

 A PinBus water heater controller—water heater control 
is communicated via a single PinBus pin. A retrofit 
controller is attached to a conventional 50-gallon 
electric water heater to control the of the water heater 
power. The on/off status of the water heater is provided 
through external metering.  

 A Zigbee-to-PinBus interface module—the utility-side 
PinBus interface is translated to and from Zigbee 
protocols [6], providing one means for control of an 
appliance through a home area network. 

 A Grid Friendly™-to-PinBus interface module—to 
show the breadth over which PinBus might become 
implemented, PinBus is interfaced to the autonomous 
PNNL Grid Friendly appliance controller. A PinBus 
appliance can thereby be made responsive to 
underfrequency and other autonomously detected 
voltage or frequency related grid conditions. 

 Various grid use cases to be enacted by the system, 
including traditional demand response, dynamically 
transactive price responsiveness, and autonomous 
control. 

The PinBus appliance demonstrations are intended to 
demonstrate a possible technology path forward. To become 
accepted as a standardized approach, PinBus must be 
adopted and used by appliance manufacturers. To provide 
cost-effective demand responses, the interfaces must be 
installed on devices like appliances as these devices are 
manufactured. 

The specific PinBus laboratory devices were selected to 
represent a noteworthy range of complexity. A thermostat 
necessarily uses at least five pins to support full bidding and 
price responsiveness. This thermostat will demonstrate 
much of the functionality now proposed for full 
communicating thermostats that use rich serial 
communications. The utility and thermostat community 
should reassess its assertion that rich serial communications 
are requisite for thermostats.  

The critical test of a PinBus thermostat is whether it can 
support transactive control of the type that was 
demonstrated during the Olympic Peninsula Project [4]. To 
participate in transactive control, a thermostat must be able 
to not only respond to price levels, but it must also bid its 
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present need for power. This can be accomplished via 
PinBus if (1) price is translated into distinct levels upstream 
by an energy manager (e.g., natural price levels would 
perhaps be “high,” ”low,” ”normal”, “a bargain”), and (2) 
the device’s need for power can be converted to a bid level, 
as was already demonstrated during the Olympic Peninsula 
Project [4].  

At the other extreme, a water heater is a simple electric load 
that will not greatly benefit from additional pins and will 
respond quite adequately while supporting only one PinBus 
pin. Even simpler devices (e.g., a toaster, perhaps) could be 
controlled via PinBus without requiring even a 
microprocessor for the device application. 

We have also tried to represent diverse, interoperability 
opportunities through our selection of interface modules. 
Only several radio communication standards have received 
favorable recognition in the smart grid space. Most present 
efforts toward defining home area networks have focused on 
fairly specific device-to-device communication. The 
challenge has been to develop an interface module that 
translates between that type of communication and the 
results-oriented signals of PinBus. 

Using a PinBus interface module to interconnect appliances 
and autonomous controllers like the Grid Friendly 
Controller is an innovative step. We propose that this 
approach is a sensible compromise between installing an 
autonomous controller in every device application, and 
distributing the need via a centralized signal among such 
devices. 

Smart grid practitioners have come to call each of their 
programmatic applications (like thermostat setback, or water 
heater curtailment) a use case. We adopt that term, although 
we contend that efforts by such programs to specify device-
specific outcomes is misguided. We will demonstrate at 
least two such use cases in a laboratory setting—perhaps 
selected from among traditional direct demand response, 
transactive price control, and autonomous underfrequency 
control. 

6.3. Interoperability Demonstrated 
PinBus will be shown to be interoperable at multiple levels 
in ways unparalleled. Furthermore, the demonstration of 
such interoperability is quite simple. If two different use 
cases are run with two devices and their respective interface 
modules, one may demonstrate a level of interoperability 
across multiple use cases. That is, the same equipment and 
system supports multiple use cases. Contrast this with the 
traditional practice of programming individual energy 
programs for each device set. Next, if the interface modules 
that have been applied to two appliance devices are 
swapped, one thereby completes a demonstration of all eight 
possible pairings between two devices, two interface 

module types, and two use cases. This level of 
interoperability is unprecedented: 

 PinBus may be applied similarly across a set of diverse 
devices 

 Interchangeable interface modules can be made to 
translate between diverse communication protocols and 
PinBus-enabled devices. Furthermore, these devices 
may be applied identically to any PinBus-enabled 
device. 

 A means has been demonstrated to support multiple, 
simultaneous, diverse use cases using one interface for 
all use cases. 

7. NEXT STEPS 
The PinBus interface approach is counter to prevailing 
approaches, which now favor rich serial communication to 
and from all responsive devices. A level of industry interest 
and acceptance should be obtained before continuation of 
this protocol development. However, while there are 
innumerable competing serial protocols in this space, and 
the smart grid industry is not close to consensus on any 
complete protocol that will service all present and future 
devices, the definition of PinBus provided in this white 
paper is already rather complete at most interoperability 
levels.  Physical implementation and verification of PinBus 
protocol has also begun. This means that PinBus could be 
adopted and used very soon without requiring much debate 
at the technical and informational interoperability levels. 

PinBus should perhaps be combined with a simple serial 
communication interface like U-SNAP [8,9], which 
development appears to have shared many goals with 
PinBus. In this pairing, the physical interface would support 
both PinBus and U-SNAP. PinBus would be mandatory, but 
U-SNAP communications would be also supported by some 
applications like energy portals that would require or benefit 
from serial communication.  

Regardless, a physical interface must be selected for 
PinBus. An optically isolated interface would be preferred 
to provide necessary isolation between the interchangeable 
external modules and devices that could have 120- and 
240-VAC supplies. If possible, each device should also 
provide an isolated 24-VAC (or other) power supply 
through the PinBus physical interface. 

8. CONCLUSIONS 
This paper provides a nearly complete specification for a 
novel smart grid interface between the interests of the power 
grid and small electrical loads like appliances or 
controllable distributed generation resources. The PinBus 
interface is unconventional in that it uses the electrical 
voltage states of from one to eight pins to communicate to 
and from devices, rather than using rich serial 
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communication, as is the prevailing practice. Nonetheless, 
the interface supports the communication of price signals 
and requests for more, or less, real or reactive power. 
PinBus devices are able to acknowledge such requests and 
bid accordingly for the rights to consume (or produce) real 
or reactive power. 

The PinBus interface protocol potentially supports many use 
cases and communication protocols and can be practiced on 
devices ranging in complexity from a simple water heater to 
a communicating, price-transactive thermostat. The level of 
interoperability supported by PinBus is unprecedented.  

The PinBus approach was evaluated within an 
interoperability framework. This evaluation suggested that 
interoperability might be accelerated by the PinBus 
approach, which decouples the responsibilities and interests 
of various stakeholders in the communication pathway 
between a utility entity and responsive device. 

While the PinBus approach does have limitations (for 
example, it does not support energy monitors), it shows 
promise as an inexpensive interface between the power grid 
and small electric loads and generators. Especially 
intriguing is the recommended pairing of PinBus with 
simple serial communications, which interface would 
accommodate both simple and complex serial 
communication to devices. 
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Abstract 

A direct load management scheme with two-way 

communication is proposed while considering end users 

comfort. First, the control algorithm is developed and the 

data required to be transmitted between system operator and 

controllable loads (appliances and EVs) is identified. The 

particular characteristic of the algorithm is to consider not 

only the instant power consumption but also the future 

energy consumption of each load. In the algorithm, all loads 

are managed by using a normalized parameter: loads 

calculate and send the parameter named remaining power 

consumption ratio, , and turn on and off by comparing  

with the thresholds on and off, respectively, which are 

instructed by DSOs. Then, two case studies are 

implemented numerically regarding the control of air 

conditioners for the application to eliminate overloads in a 

substation transformer and the control of electric water 

heaters for frequency regulation. The prospect for the 

proposed direct load management scheme is evaluated by 

referring the two case studies. 

1. INTRODUCTION 

Penetration of solar and wind power generation has been 

increasing drastically in the world for recent years. 

However, there is a great concern of lack of service for 

supply and demand balance in power systems with large 

amount of renewable power, whose output fluctuates 

according to weather conditions regardless of load patterns. 

Because loads can be viewed as negative generation, quick-

response load management can be a solution.  There are a 

number of load management programs that claim to be able 

to respond and significantly reduce the system load on call.  

Depending on the nature of electricity usage, responses can 

be classified into three different categories: curtailment, 

substitution, and shift. Load shift is done by pre-

consumption or post-consumption of the electricity to 

reduce the power consumption during the short supply 

period. An important feature of this type of load 

management program is that it targets the cyclic loads such 

as thermostatically controlled appliances (TCAs). TCAs 

include residential heating ventilation and air conditioning 

(HVAC) systems, electric water heaters, and refrigerators. 

The power consumption is determined by the appliances’ 

ability to “coast” through the short supply period, rather 

than the substitution of other energy sources for electricity.  

Therefore, the consumption during the short supply period 

can be shifted rather than simply reduced, and the electricity 

will have to be consumed either earlier or later [1].  

Further, it is expected that electric vehicles (EVs) including 

plug-in hybrid electric vehicles will be widely used in the 

future. If it is necessary to finish charging as soon as 

possible in order to re-use the car soon, there is no chance of 

load management. However, otherwise the charging power 

patterns of EVs are so flexible that the charging demand is 

available for DSM. For instance, if the owner finishes using 

an EV at night and he sets to fully charge the battery by the 

next morning, the demand power is adjustable for several 

hours. This is the same as the load shift of TCAs in terms of 

the DSM. 

Load shift is the modulation of power consumption pattern 

while maintaining energy consumption during a certain 

period. (The period differs depending on the kind of 

appliances.) If the energy consumption is not maintained, 

the customers feel inconvenient, which causes rejection of 

load management contracts and/or occurrence of terrible 

payback (drastic demand increase after a certain period of 

curtailment). Although it is quite important to maintain 

energy consumption in respective appliances, the energy 

consumption is often ignored in load management programs. 

Therefore, the author has proposed a new load management 

scheme, which considers not only the instant power 

consumption but also the future energy consumption of each 

appliance in order to maintain end users comfort. In this 
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paper, the control algorithm is described and then two case 

studies are introduced. 

2. CONTROL ALGORITHM 

2.1. Remaining Power Consumption Ratio 

In order to maintain energy consumption during a certain 

period in each appliance, the proposed algorithm uses the 

parameter named remaining power consumption ratio .  is 

a dimensionless parameter normalized from remaining 

power consumption prem as Eqs. (1) and (2). 

 





t

t
dttpe

tttt

te
tp

s

')'(
1)(

)( areq

ee

rem
rem

 (1) 

minmax

minrem )(
)(

pp

ptp
t




    (2) 

where ts and te are start time and end time of the prescribed 

period, respectively, ereq is energy required to be consumed 

during the period, pmax and pmin are maximum and minimum 

power consumption, respectively, and pa is the practical 

power consumption of the appliance. 

For instance, Japanese electric water heaters (EWHs) are 

designed to heat up during night hours from 23:00 to next 

day at 7:00 when the cheap off-peak tariff is applied. The 

EWHs have large tanks enough to provide daily hot water 

demand; typically a 370-liter tank with a 4.4-kW heater. In 

this case, ts is 23:00, te is 7:00 on next day, pmax is 4.4 kW 

and pmin is 0 kW. ereq is energy required to be consumed in 

order to heat up water in the tank and differs depending on 

the remainder hot water at ts. erem(t) can be estimated by 

measuring vertical temperature distribution in the tank[2].  
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Fig. 1: Time variation of power consumption pattern and 

remaining power consumption ratio   in an EWH controlled by the 

proposed algorithm. 

 

Fig. 1 shows an example of time variation of power 

consumption pattern and remaining power consumption 

ratio   in an EWH. While  is in the range of 0 <  < 1, it 

increases with time at pa = pmin and decreases at pa = pmax. 

Then, if pa is continuously pmin after  reaches zero, or pmax 

after  reaches one, final energy consumption at te is just the 

same as ereq. Thus, it is possible for each EWH to consume 

just ereq by always maintaining the condition of 0    1. 
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Fig. 2: Information flow in the proposed load management 

algorithm. 

 

Each appliance calculates prem(tnex) and  (tnex).

Each appliance sends data to DSO.

DSO collects the data from appliances,

calculates a histogram, and sends it to TSO.

TSO makes the summed histogram .

TSO calculates on(tnex) and off(tnex) by using the histogram.
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Fig. 3: Flow chart of the proposed load management algorithm. 

 

2.2. Basic Control Scheme 

Fig. 2 shows the information flow between appliances and 

system operators (TSO: Transmission System Operator, and 

DSO: Distribution System Operator), and Fig. 3 shows the 

control flow of the proposed control algorithm. The 

sequence of actions in Fig. 3 is executed in each control 

period ∆t. Here, tpre and tnex are defined as previous and next 

power adjustment timing, respectively (tnex = tpre + ∆t). 

Basic actions are described below. 
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1. Each controllable appliance calculates prem(tnex) and γ(tnex) 

by Eqs. (1) and (2) after the previous power adjustment 

timing tpre.  

2. The appliance sends the data of pmax, pmin, pa(tpre), and 

γ(tnex) to the DSO. 

3. The DSO calculates a histogram showing adjustable 

appliances at tnex. The histogram relates a discrete variable 

γ’ against total power that falls in the intervals of γ’, 

which is calculated according to Eqs. (3) and (4). 
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where γ’ has an interval of ∆γh, R(γ’) is γ’–∆γh/2  γ(tnex) < 

γ’+∆γh/2, and L is 0<γ(tnex)<1. Then DSOs send the 

histogram to TSO. 

4. TSO sums up the histograms from all DSOs. This 

summed histogram is used to calculate the following 

variable: 
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where   is a continuous variable, and ),(pos

hist  tP  and 

),(neg

hist  tP are treated as staircase functions with constant 

distribution in each ∆γh interval. ),0(pos

spare tP  and ),1(neg

spare tP  

mean positive and negative spare capacities for adjustable 

power by the load management, respectively; A positive 

spare capacity means availability to turn on the 

controllable appliances and negative spare capacity means 

availability to turn off the controllable appliances.  

5. The TSO decides turning thresholds γon(tnex) and γoff(tnex). 

If the increment of power consumption by all controllable 

appliances, Pa(tnex), is zero, γon(tnex) and γoff(tnex) are set 

to 1 and 0, respectively. If Pa(tnex) is a positive value (it 

is required to increase the power consumption), γoff(tnex) is 

set to 0 and γon(tnex) is calculated by numerically solving 

Pa(tnex) = ))(,( nexonnex

pos

spare ttP  . If Pa(tnex) is a negative 

value (it is required to decrease the power consumption), 

γon(tnex) is set to 1 and γoff(tnex) is calculated by 

numerically solving Pa(tnex) = ))(,( nexoffnex

neg

spare ttP  . An 

example of the summed histogram with an interval of ∆γh 

= 0.1 and the turning thresholds are shown in Fig. 4. 

6. The TSO sends γon(tnex) and γoff(tnex) to the appliances 

through DSOs. 

7. The appliances turn off at tnex if γ(tnex) is lower than 

γoff(tnex), and they turn on at tnex if γ(tnex) is higher than 

γon(tnex). 
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Fig. 4: An example of the summed histogram with an interval of 

∆γh = 0.1 and turning thresholds. 

 

2.3. Characteristics of the Scheme 

The advantages of the proposed control scheme are as 

follows: 

 The respective appliances can consume energy required in 

each prescribed period, by always maintaining the 

condition of 0    1. 

 The downstream information from system operators to 

appliances is only two threshold values (γon, γoff), and all 

appliances receive a pair of the same threshold values. In 

spite of this simple instruction method, the total power 

consumption of the appliances can be adjusted rather 

precisely. 

 The control scheme is applicable for all kinds of loads 

(such as TCAs and EVs) which have flexibility in power 

patterns under a condition to consume energy required in 

a certain period. Further, it is applicable for energy 

storage systems. For instance, energy storage systems can 

contribute as spinning reserve while operating for daily 

load leveling by applying the control scheme. 

One of the disadvantages is that the proposed scheme 

requires communication and control with using the new 

parameter related to energy consumption (remaining power 

consumption ratio γ) and the threshold values (γon, γoff). It is 

required to standardize the usage of γ and the thresholds in 

order to realize the control scheme. 
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3. CASE STUDY 1: CONGESTION ELIMINATION [3] 

Congestion elimination on a transformer in a distribution 

substation was simulated. This investigation is summarized 

in this section. 

3.1. Simulated Distribution System 

The site considered is an industrial town in the city of 

Castellon in Spain. The substation supplies 20 kV from a 66 

kV network. It is close to a national park which precludes 

new overhead lines. Therefore, congestion in the network is 

of great concern. 

The substation has two transformers, 40-MVA TF-1 and 20-

MVA TF-2. They supply eleven thousand customers with 

100 MVA contracted capacity. Twelve dispersed generators 

(DGs), most of them CHP plants, with a total capacity of 50 

MVA are installed on the 20 kV. Thus, the distribution 

network is highly supported by the DGs, and the capacity of 

the transformers is not enough to supply the demands in the 

case that a lot of DGs are out of service.  

The busbars at the secondary side of the two transformers 

have been disconnected from each other, so each 

transformer supplies its own load independently. For 40-

MVA TF-1, the total customer capacity is around 54 MVA 

(6,480 customers are connected), and the total DG capacity 

is around 25.5 MVA. The customers are classified into two 

groups: domestic customers, and industrial and commercial 

customers. Hereafter, TF-1 is noted and it is assumed that 

all customers connected to feeders with an average contract 

of less than 10 kVA are domestic customers and all others 

are industrial and commercial. 

Transf ormer
    (TF−1)

40 MVA

 Power 
Sy stem

Prate =
Controllable air
  conditioners

Ptf

Pac

Other
loads

Pload

Pdg=Pdg
org

+Pdg
adj

DGs

Slow
response

 

Fig. 5: Simplified configuration of the distribution system.         

3.2. Objective of Controls 

Control of customers’ air conditioning loads by the DSO 

according to proposed algorithm is considered. Further, 

control of DGs by the DSO is also considered only in 

emergency cases such as over loads on TF-1. Fig. 5 shows 

simplified configuration of the distribution system 

connected to TF-1. The power through the transformer Ptf is 

 
    const

load

org

dg

org

load

adj

dgac

dgloadactf

PPPPP

PPPP




     (7) 

where Pac is total power consumption by the air conditioners 

connected to the transformer, Pload  const

load

org

load PP   is non air 

conditioning loads, and Pdg  adj

dg

org

dg PP   is output power 

from all DGs. org

loadP  and org

dgP  are practical demand by non air 

conditioning loads and practical supply by DGs, 

respectively. However, const

loadP  is an artificial constant load 

added in order to simulate overload conditions on the 

transformer, and adj

dgP  is increment of output by DGs due to 

adjustment according to instructions from the DSO. The 

objective of the controls is to relieve overloads on the 

transformers as much as possible by adjusting Pac and adj

dgP .  

3.3. Controllable Appliance 

Air conditioners with on/off operations were considered as 

controllable thermal loads in this study as they are expected 

to be widely used in the area. Two types of controllable air 

conditioners are considered: domestic air conditioners 

(DACs) owned by domestic customers and commercial air 

conditioners (CACs) owned by industrial and commercial 

customers. Hereafter, a symbol p indicates power consumed 

by an individual air conditioner, while a symbol P indicates 

aggregated power by air conditioners, other loads, and 

dispersed generators. The DACs and CACs in the area are 

premised as follows: 

 DACs and CACs are owned by 43% of the domestic 

customers and 61% of the industrial and commercial 

customers, respectively. (These ratios are those estimated 

in [4] for the region of Seville.) Thus, the numbers of 

DACs and CACs connected to TF-1 are NDAC = 2,652 and 

NCAC = 181, respectively. 

 The consumed power of a DAC is dac

minp = 0 kW in off state 

and dac

maxp  = 1.9 kW in on state. The consumed power of a 

CAC is cac

minp = 0 kW in off state and cac

maxp = 12.1 kW in on 

state. 

 Average load curves of DACs ( )(dac

ave tp ) and CACs 

( )(cac

ave tp ) are the same as those monitored at 1,500 

domestic customers and at food retail shops in Spain, 

respectively [5]. (The peak of )(dac

ave tp  is 275 W at 4:00pm, 

and the peak of )(cac

ave tp  is around 1.75 kW at 2:00pm. That 

is to say, only around one seventh of those are on state at 

the peaks.) 

Under the premise, preliminary power demand of each air 

conditioner is simulated by using a uniformly random 

number x (0  x  1) and the one-hour average load curve 

( )(dac

ave tp  or )(cac

ave tp ) at 2-minute intervals. That is, each air 

conditioner is simulated to be on state (p = pmax) at time t if 
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x < pave(t)/pmax or else simulated to be the off state (p = pmin). 

The average on-state time lengths are 1.46 h in DACs and 

1.41 h in CACs for a day. 

3.4. Parameters of the Load Management Scheme 

End users of air conditioners adjust the setting temperature 

Tset for their comfort. Then, the air conditioners try to 

maintain ambient temperature Troom within TsetTerr, where 

Terr is tolerable temperature error. Hence, conventional air 

conditioners with on/off operation turn on when Troom 

increases to Tset+Terr and turn off when Troom decreases to 

TsetTerr. The length of the on/off cycles depends on the 

cooling performance of air conditioners and room 

characteristics such as volume and thermal insulation. It was 

monitored that the on/off cycle period is around 45 minutes 

in a practical air conditioner [2]. In this study, power 

consumption of all air conditioners are controlled while 

maintaining energy consumption during tcyc = 30 minutes. 

By setting tcyc ( tets in section 2.1) less than the practical 

on/off cycle period (= 45 minutes), the difference between 

Tset and Troom are maintained low enough. Thus, end users 

comfort is maintained.  

The control period t is set to 2 minutes. The interval of 

histogram (∆γh) is set to 0.05. 

Fig. 6 shows an example of relationships of timings in the 

controllable air conditioners, where tleft is remaining time, 

which is the denominator in Eq. (1). 

 

Fig. 6: Relationships of timings in the controllable air conditioners. 

 

3.5. Dispersed Generators 

In both cases without load management and with load 

management, the DSO receives the data of DGs output 

power at tpre and sends the instruction of power adjustment 

to the DGs by tnex. Regarding to the response of the adjusted 

output power adj

dgP  to the instruction from the DSO, the limit 

of the variable rate and the first order time lag are 

considered to simulate slow response. 

3.6. Simulation Result 

Ptf of TF-1 reaches Prate (= 40 MW) around t = 90 h (6:00pm 

on fourth date) if the artificial constant load const

loadP  is more 

than 1.7 MW. Fig. 7 shows the time variations of Ptf, Pac, 
adj

dgP , and power consumption pac of two DACs around t = 90 

h under the conditions of const

loadP  = 3.5 MW 

 

Fig. 7: An example of time variations of Ptf, Pac, 
adj

dgP , and power 

consumption pac of two DACs. 

 

In the case without load management, overloads occurred 

three times at t1 (4 min before 90 h), t2 (2 min after 90 h), 

and t3 (6 min after 90 h) as shown in Fig. 7(e). Although the 

DGs increased their output power to reduce Ptf less than Prate, 

their response was too slow to eliminate the overloads 

effectively. 

In the case with load management, the overloads were 

relieved. The actions of air conditioners and DGs are 

described as follows: 

 Pac was reduced to almost zero at once by turning almost 

all air conditioners off and the overload at t1 was fully 

eliminated. Then, Pac rose and was maintained to keep Ptf 
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 Prate, in order to consume power as much as possible to 

satisfy the  requests of energy consumption. 

 Ptf at t3 was higher than Prate. At the time, Pac was not 

decreased to zero since some air conditioners could not 

turn off in order to maintain the energy consumption (Figs. 

7(c) and 7(e)). 

 During the overloads, adj

dgP  variation was almost the same 

as that in the case without load management. However, 

after the overloads, adj

dgP  was higher than that in the case 

without load management in order to support the payback 

power increase of Pac (Figs. 7(c) and 7(d)). 

Pac adjustment eliminated the fast overloads, and adj

dgP  

provided a slow response and supported the payback power 

increase of Pac. 

The power patterns of DAC No. 250 in both cases without 

and with load management are shown in Fig. 7(b). In the 

case without load management, DAC No. 250 was on state 

during the overload period from 4 minutes before the 90 h to 

10 minutes after the 90 h. On the other hand, in the case 

with load management, DAC No. 250 had finished 

consuming the required energy before the severe load period, 

since the air conditioners always consumed required energy 

earlier within each prescribed period in order to the 

condition of 0 <  < 1, which means the appliance is 

controllable. (The appliance with  = 0 or 1 is not 

controllable any more until next boundary time itbp
.) Thus, 

the power pattern of DAC No. 250 is not suitable to 

describe the action of load management during this 

emergency case, though this specific case shows the action 

to keep controllability. 

The actions of DAC No. 2021 in both cases with const

loadP  = 0 

MW and const

loadP  = 3.5 MW is investigated to understand the 

action of controllable loads with load management during 

this emergency case (Fig. 7(a)). No overload occurred 

during the severe 14-minute period under the condition of 
const

loadP  = 0 MW, while the overload occurred under the 

condition of const

loadP  = 3.5 MW. In the case of const

loadP  = 0 MW, 

DAC No. 2021 turned on at t1 and maintained the on state 

during the 14-minute period. 

On the other hand, in the case of const

loadP = 3.5 MW, DAC No. 

2021 didn't turn on at t1 in order not to increase the load any 

more and turned on at t1 + t when the load condition was 

less than t1. Then, it turned off at t3 since the severe 

overload occurred. After the severe load period has passed, 

it turned on again to consume the remainder of required 

energy during the prescribed period. 

4. CASE STUDY 2: FREQUENCY REGULATION 

Frequency regulation in a power system was simulated 

according to supply and demand imbalance. This 

investigation is summarized in this section. 

4.1. Description of the Investigated Power System [6] 

4.1.1. Simulated area 

Hokkaido, a large island located in the north of Japan, is the 

object area of the numerical simulation. The electric power 

system in Hokkaido is owned and operated by the Hokkaido 

Electric Power Company (HEPCO), whose annual 

maximum and minimum demands are around 5,700 MW 

and 2,500 MW, respectively. 

Fig. 8 shows the configuration of the power system in 

Hokkaido. On the supply side, output from all wind farms, 

PWF, and outputs from all other power plants are considered. 

The latter output power is divided into base power, PBG, and 

regulable power, PRG. On the demand side, power required 

by all loads, PL, and power variation due to the 

load/frequency sensitivity, PLS, are considered. PL is divided 

into power consumed by all electric water heaters, PEWH, 

and power required by all other loads, POL. The power 

system has a 600-MW HVDC interconnection with the 

power system in Honshu, but such interconnections among 

the utilities were constructed to give support in emergency 

cases as failure of bulk power plants. Thus, the 600-MW 

HVDC interconnection has not been intended to be used for 

smoothing the wind power fluctuation under the present 

conditions [7]. 

 

 

Fig. 8: Configuration of the power system in Hokkaido [6]. 

 

The wind condition in Hokkaido is good for generation 

compared with other areas in Japan. However, due to the 

concern of frequency deviation during light-load periods at 

night, the utility has started to limit the installation of more 

wind energy if no countermeasures are taken. In the power 

system, the control objectives of frequency deviation f and 

time discrepancy Td (the difference between a synchronous 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 149



  

  

time and the universal time) are within 0.3 Hz and 3 s, 

respectively. 

4.1.2. Analysis methodology 

Frequency deviation f from the nominal frequency f0 = 50 

Hz caused by supply and demand imbalance in the power 

system is simulated with the block diagram shown in Fig. 9. 

The regulable output power PRG is divided into a primary 

control power PR1 adjusted locally by speed governors on 

generating units, a secondary control (load frequency 

control) power PR2 adjusted centrally and automatically, and 

a tertiary control power PR3 adjusted centrally and manually 

[8]. Power adjustment by the HVDC interconnection 

between Hokkaido and Honshu was not considered. The 

inertia constant of the power system is assumed to be 7.5 s. 
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Fig. 9: Block diagram to calculate frequency deviation. 

 

4.2. Controllable Appliance 

Control of electric water heaters (EWHs) is considered . 

Japanese EWHs are designed to heat up during night hours 

from 23:00 to next day at 7:00 when the cheap off-peak 

tariff is applied. The EWHs have large tanks enough to 

provide daily hot water demand; typically a 370-liter tank 

with a 4.4-kW heater. In Japan, around three millions EWHs 

with nocturnal heating have been installed with a total 

power of around 10 GW, which is more than 10% of the 

total bottom demand. 

 At present, EWHs with nocturnal heating are anticipated to 

play a role not in frequency regulation but in daily load 

factor improvement. However, frequency regulation by 

controlling the power consumption by EWHs is attractive 

due to the following advantages: 

 The heating period corresponds to the light-load period in 

power systems, when frequency regulation is severe due 

to limited regulable capacity in the power supply side. 

 Rated power of EWHs is several ten times higher than 

that of domestic refrigerators. Thus, less number of 

EWHs will be enough for an effective adjustment of the 

power consumption. 

 Since the available period ( tets in section 2.1) is as long 

as 8 h, heating time can be shifted within several hours. 

Control of electric water heaters (EWHs) is considered since 

EWHs are widely used in Hokkaido and consumes only 

during light-load periods at night when frequency deviation 

is a great concern. 

In the case of conventional EWHs with no control, it is 

assumed that all EWHs start to heat between 23:00 and 

23:30, and then turn off after consuming the energy required 

to heat up to 85C. The time delay from 23:00 till the time 

to start heating is uniformly distributed among all EWHs. 

The distribution avoids huge disturbances in the power 

system caused by turning on all EWHs simultaneously. 

In the case of controllable EWHs, a number of EWHs are 

controlled according to the algorithm shown in section 2. 

The control period t is set to 8 s. The interval of histogram 

(∆γh) is set to 1/2000. 

4.3. Simulation Result 

Two cases without EWHs control and with proposed EWHs 

control on November 9-10, 2006 with 705-MW wind 

turbines installed in total were simulated. The results are 

shown in Figs. 10 and 11.  

In the case that EWHs don't operate for the frequency 

regulation, f had a sudden increase to 0.50 Hz at 0:10, and 

f increased much more beyond the objective ranges during 

around 4:30-7:00 as shown in Fig. 10(a). The f increase at 

0:10 was due to the lack of the fast-response reserves, i.e. 

PR1+PR2 reached lower limit of the variable range even 

though PRG still had downward spare capacity (Fig. 10(c)). 

The f increase between 4:30 and 7:00 was due to not only 

the lack of the fast-response reserves but also the lack of the 

downward reserve PRGCRGmin, i.e. PRG (= PR1 + PR2 + PR3) 

reached a lower limit of CRGmin=650 MW when PL was 

close to a minimum value of 2500 MW. 

On the other hand, in the case that EWHs contribute for the 

frequency regulation by the proposed control, f is always 

within the objective ranges as shown in Fig. 11(a). In 

particular, the lack of downward reserve was avoided by 

shifting up the bottom of the PL curve through optimal 

distribution of the PEWH load (Fig. 11(c)). 
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The difference of the power consumption pattern of an 

EWH is obvious from the comparison between Fig. 10(d) 

and Fig. 11(d). In the case with frequency regulation by the 

proposed control, the EWH turned on/off several times, but 

the total energy consumed by the EWH in the night, which 

is the integral of the consumption pattern, is the same as that 

in the case without frequency regulation.  

Fig. 11(e) shows that remaining power consumption ratio  
of the EWH was always maintained between 0 and 1. 

Although  is not calculated in the operation of conventional 

EWHs without frequency regulation, it was calculated for 

comparison and shown in Fig. 10(e). Then, Fig. 11(f) shows 

the time variation of the thresholds γon and γoff sent from 

TSO to all EWHs. 

5. DISSCUSSION 

Although the validity of the proposed control has been 

shown in the Case studies 1 and 2, some problems have 

been remained yet.  

In the case of control of air conditioners for congestion 

elimination (Case study 1), the period to decrease power 

consumption is limited to around 15 minutes. This short 

period of air conditioners is caused by the limited tolerable 

error of room temperature for end users comfort. 

Refrigerators also have similar short period. Thus, this is not 

the defect of the control algorithm but the limitation of this 

kind of appliances. In order to prolong the period, reduction 

of energy consumption (erem in Eq. (1)) in each appliance is 

essential, which causes adverse impact to the end users and 

therefore any incentive is required to end users. 

In the case of control of EWHs for frequency regulation 

(Case study 2), short control period (t = 8 s: almost equal 

to the inertia constant of the power system (7.5 s)) is 

required for frequency regulation. The author has confirmed 

with another numerical simulation using the same model 

that control delay due to slower control period (t = 16 s) 

gave adverse impact to the balance. This requirement may 

be relieved somewhat by improving the control algorithm. 

6. CONCLUSIONS 

A direct load control scheme is discussed in this paper. The 

conclusions are as follows: 

• Energy consumption of respective loads should be 

considered in order to maintain end users comfort. 

• The scheme of direct load management while maintaining 

end users comfort has been proposed. 

• As interoperability, the proposed scheme requires 

communication and control with a new parameter related 

to energy consumption ( ). 

• Two case studies of controls with air conditioners and 

EWHs were implemented with numerical simulation, and 

the validity of the proposed control was confirmed. 
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Fig. 10: An example of the simulation result in the case without 

EWHs control. 
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Fig. 11: An example of the simulation result in the case with 

proposed EWHs control. 
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Abstract 

There are two standards for enterprise integration in electric 
utilities: (i) the MultiSpeak® Specification, which is 
sponsored by the National Rural Electric Cooperative 
Association (NRECA) along with the MultiSpeak Initiative, 
a group of software vendors and utilities that support the 
goals of adopting and extending MultiSpeak, and (ii) the 
Common Information Model (CIM), which is an 
international standard maintained by Technical Committee 
57 (TC57) of the International Electrotechnical Commission 
(IEC).   
 
The MultiSpeak Specification is mature in its coverage of 
25 software interface profiles including meter reading, 
connect/disconnect, meter data management, outage 
detection, prepayment metering, and demand response.  
MultiSpeak provides similar capabilities to those under 
development for the IEC 61968 distribution extensions to 
the Common Information Model (CIM). 
 
IEC 61968-9, entitled “System Interfaces For Distribution 
Management – Part 9: Interface Standard for Meter Reading 
and Control”, is the most recent release in the IEC 61968 
family of standards. It gives guidance on the integration of 
meter reading, connect/disconnect, meter data management, 
outage detection, prepayment metering, and demand 
response systems with other enterprise systems.  IEC 
61968-9 has recently been issued as an international 
standard and currently is undergoing its first interoperability 
test. 
 
A number of papers have presented general comparisons of 
the two standards, but until now it has not been possible to 
perform a detailed comparison of corresponding profiles of 
the two standards for integrating metering and control 
applications.  This paper investigates the correspondence 
between the two standards in both data model and service 
definition.  Furthermore, the paper illustrates portions of a 
mapping that can be used to make an electronic 

transformation between MultiSpeak Version 4.0.0, dated 
February 1, 2009,  and the version of CIM that will be used 
for the 2009 CIM interoperability tests 
(61970cim14v04/61968cim10v21), dated March 1, 2009. 
The methodology used in this sample mapping can be 
extended to facilitate interoperability between MultiSpeak-
enabled applications and those that support IEC 61968-9 
with the goal of achieving an integrated system using 
applications that support the different standards.  

1. BACKGROUND 
 

Utilities seek to rapidly deploy smart grid technologies, but 
still wish to do so in a manner that minimizes customization 
and preserves future options.  These goals require the use of 
a standards-based approach.  Challenges exist, however, in 
that the appropriate standards are often incomplete or 
insufficiently comprehensive. 

The National Institute of Standards and Technology (NIST) 
has issued its draft Framework and Roadmap for Smart Grid 
Interoperability Standards [1] that (i) gives guidance on the 
choice of standards for smart grid implementations, (ii) 
assesses the maturity of those standards and (iii) establishes 
a framework for moving the industry towards a unified, 
comprehensive set of interoperability standards.  In the area 
of enterprise integration, NIST has chosen two standards for 
adoption and harmonization, the MultiSpeak Specification 
[2] and the Common Information Model (CIM), which has 
been developed and is maintained by Technical Committee 
57 (TC57) of the International Electrotechnical Commission 
(IEC).  As CIM is completed, it is documented in the family 
of IEC 61970/61968 standards [3] [4] [5].  Approaches to 
achieve interoperation of systems implementing the two 
standards were presented in [6] and [7]. 

The latest international standard in the CIM family is IEC 
61968-9 (Part 9) [8], which deals with meter reading and 
control interfaces.  There is a considerable overlap between 
the capabilities of Part 9 and MultiSpeak.   

MultiSpeak has extensive capabilities for (i) meter reading 
(as part of its MR service interface), (ii) remote control of 
connect/disconnect devices (in its CD service interface), (iii) 
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detection of customer outages (in its OD service interface), 
(iv) meter data management (in its MDM service interface), 
(v) end device inventory receiving and testing (in its EDTR 
service interface) and (vi) pre-paid metering (in its PPM 
service interface).    

Part 9 supports (i) meter reading, (ii) end device events 
(such as outage detection or meter health notifications, (iii) 
synchronization between systems (such as meter asset 
management, inventory or testing), (iv) end device controls 
(such as control of connect/disconnect devices or meter 
demand reset), and (v) meter service requests (installing and 
removing meters). 

The mapping will be discussed in four parts: (i) message 
patterns, (ii) message header information, (iii) an illustration 
of mapping between CIM messages and MultiSpeak 
methods and (iv) data payload.   

2. MAPPING MESSAGE PATTERNS 
 

The first step in developing a mapping between MultiSpeak 
and Part 9 is to consider how the two standards create 
messages.  The CIM supports a verb/noun/payload message 
pattern.  The verbs that may be used in CIM messages are 
shown in Table A.1 in Annex A of Part 9 [8].  The verb 
indicates the action that is expected to be taken on the data 
carried in the message payload.  The noun describes the type 
of object or data that is to be included in the payload.  The 
verb and noun are specified, along with message control 
information, in the message header. The payload is the 
actual instance data to be exchanged.  The means of 
transferring these messages is outside the scope of Part 9.  It 
is the intention of TC57 that there will be a series of 
message exchange profile documents in the 61968-1-x 
series to describe different ways to carry messages such as a 
message queue or over an enterprise service bus, perhaps 
using web services.  This separation of message definition 
and transport is intended to permit utilities with disparate 
messaging infrastructures to all use a similar message 
definition. 

MultiSpeak originally supported a similar approach in its 
Version 2.2, which was issued in 2003.  A 
verb/noun/payload messaging framework was developed 
that closely parallels that used by CIM today; this approach 
to messaging is still available for use today with MultiSpeak 
Versions 3 and 4.  However, since small electric utilities 
rarely have extensive messaging infrastructure, it was 
decided to move to a web services approach, in addition to 
the messaging framework, during the transition from 
Version 2 to Version 3.  The use of web services has been 
found to facilitate ease of implementation and more 
dependable interoperation among systems provided by 
different vendors. 

MultiSpeak web services use a standardized 
verb/noun/modifier naming convention that parallels that 
used in CIM.  For instance, a CIM message to request 
customer data for a specific customer might be called 
GET(Customer) with a payload that contains a customer 
object and a qualifying identifier for the customer instance 
of interest.  The equivalent web service method in 
MultiSpeak would be GetCustomerByCustID.  In this 
method, “Get” is the verb and “Customer” is the noun type 
of interest.  Furthermore, “ByCustID” is the modifier that 
indicates that a specific instance of customer data is being 
requested; which customer is of interest is specified by a 
customer identifier included in the request.  The customer 
data instance is carried in the response payload.  Although 
the verb and noun mapping between the two standards is not 
always this transparent, it is possible to map between CIM 
verbs and MultiSpeak verbs and between CIM nouns and 
MultiSpeak nouns.  A complete mapping of CIM verbs with 
MultiSpeak verbs is outside the scope of this paper.  
Similarly, it is possible to map between the CIM class in a 
CIM message payload and the MultiSpeak object in a web 
service method call, although the mapping is sometimes 
complex. 

3. MAPPING MESSAGE HEADERS  
 

The next step in developing a mapping between CIM and 
MultiSpeak is to consider how the two message headers 
correspond.  Figure 1 shows a mapping between the 
MultiSpeak message header (left) and the CIM message 
header that was suggested in a draft of IEC 61968-1 and 
which is used in Part 9 (right).   

 
Figure 1.  Message Header Mapping 
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It should be noted that, since CIM is transport-independent, 
and the information included here as message header fields 
might be specified elsewhere in the transport stack, the use 
of any of these message header fields is optional in CIM.  At 
first glance, it does not appear that there is much common to 
the respective message headers, but a more detailed 
investigation shows that they are more alike than not. Table 
1 shows the CIM header information for which there is no 
obvious corresponding item in the MultiSpeak header.  
Table 2 shows the MultiSpeak header information for which 
there is no obvious CIM equivalent. 

Table 1 
CIM Message Header Features Apparently  

Missing in MultiSpeak Message Header 
  

CIM Message Header 
Feature 

MultiSpeak Correspondence 

Verb and Noun The verb and noun are included in the 
web service method name.  

ReplayDetection CIM makes use of WS-Security replay 
detection to foil replay attacks.  
MultiSpeak does not explicitly use 
WS-Security, but the MessageID and 
TimeStamp can be used for this 
purpose.  

AsyncReplyFlag This specifies whether the reply should 
be asynchronous or not.  This is not 
necessary in MultiSpeak; it is inherent 
in the service definitions. 

ReplyAddress The address for an asynchronous reply 
to be sent.  This is included as the 
“returnURL” in MultiSpeak method 
definitions, where appropriate.  

ACKRequired This feature determines whether an 
acknowledgement is required.  This is 
not necessary; it is inherent in the 
MultiSpeak service definition. 

User.Organization No equivalent in MultiSpeak messages.  

CorrelationID This is used to correlate a reply with a 
request.  This is called “transactionID” 
in MultiSpeak and is included in the 
method definition. 

Comment No equivalent in MultiSpeak messages. 

Property Message properties to be used for 
extended routing.  Not necessary in 
MultiSpeak. 

Request/Reply Message parameters used to define 
requests or replies. Inherent in 
MultiSpeak method definitions   

 

Table 2 
MultiSpeak Message Header Features Apparently  

Missing in CIM Message Header 
  

MultiSpeak Message Header Feature CIM Correspondence 

Pwd A password, used with 
UserID for user 
authentication.  Outside 
the scope of Part 9. 

AppName, 
AppVersion,  
Company 

Identifiers of the 
software application 
that is sending the 
method call.  No 
equivalent in CIM. 

DefaultCurrencyCode Used to establish a 
default currency code 
so that each currency 
instance does not need 
to be identified by type.  
Exceptions to the 
default are identified in 
the payload.  No 
equivalent in CIM 

CSUnits, CoordinateSystemName, 
CoordinateSystemAuthority, 
CoordinateSystemAuthorityCode, 
Datum 

Used to pass 
information about a 
GIS coordinate system.  
Outside the scope of 
Part 9. 

SessionID, 
PreviousSessionID 

Used to tightly link 
systems by establishing 
data exchange sessions.  
No equivalent in CIM. 

ObjectsRemaining, 
LastSent 

Used with protocol 
features to send 
unmanageably large 
sets of data in smaller 
groups.  No equivalent 
in CIM. 

RegistrationID Used with protocol 
features to exchange 
information about 
subscriptions.  Outside 
the scope of Part 9. 

 
An examination of Tables 1 and 2 indicates that the items 
that appear to be missing in one of the standards in Figure 1 
are either optional or not required because of the differences 
in messaging technology chosen.  

4. CIM MESSAGES AND MULTISPEAK METHODS  
 

The first two steps in the mapping addressed message 
construction and message header information.  It is time to 
turn to determining how specific Part 9 messages map to the 
corresponding MultiSpeak web service methods. 
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Table 3 shows the correspondence between selected 
message types defined in Part 9 and the equivalent services 
in MultiSpeak. The first column in Table 3 is the message 
type as defined in Part 9.  The number in curly brackets 
({XX}) refers to the number of the figure in Part 9 that 
contains the sequence diagram for the specific message 
definition. The second column lists the initiating message in 
the business process identified in column 1.  Column 3 
shows which component in the CIM reference model issued 

the message identified in column 2; acronyms are expanded 
in the table in the Notes section.  The fourth column 
identifies the corresponding MultiSpeak web service 
method.  The fifth column shows the MultiSpeak functions 
that publish the data included in the corresponding CIM 
message shown in column 2 and the function that subscribes 
to those data. Acronyms for the publishing and subscribing 
functions are expanded in the Notes section of Table 3.      

 
Table 3 

Correspondence between Selected IEC 61968-9 Message Types and MultiSpeak Service Interfaces 
 

IEC 61968-9 
Message Type  

(See Notes 1,2,3) 

IEC61968-9 Sample Message IEC61968-9 
Reference 

Model 
Component 

Issuing 
Message 

MultiSpeak Sample Web Service  
Method Call 

 

MultiSpeak Service 
Interfaces 

Publishing/Subscribing 

 

End device event  
• Outage detection 

(req/reply) {4, 5} 
 

• Outage detection 
(pub/sub) {6} 

• Meter health event 
(pub/sub) {9} 

 
• GET (EndDeviceEvents) {4} 
• CREATE (OutageDetection) {5} 

 

• CREATED (EndDeviceEvents) 
 
• CREATED (EndDeviceEvents) 

 
• OMS  
• OMS 
 

• MS 
 

• MS 

 
• InitiateOutageDetectionEventRequest 
• InitiateODMonitoringRequestByObject 

 

• ODEventNotification 
 
• HistoryLogChangedNotification or 

MeterEventNotification 

 
• OA/OD 
• OA/OD 

 

• OD/OA 
 
• MR/CB or MR/MDM 

Synchronization 
between systems 
• Meter test [15} 

 
 
• UPDATE(EndDeviceAssets) 

 
 
• WMS 

 
 
• MeterTestTransaction 

 
 
• EDTR/CB 

Meter reading 
• On-request meter 

read {25} 

 
• CREATED(MeterReading) 

 
• MS 

 
• ReadingChangedNotification 

 
• MR/CB 

End device control 
• Remote connect/ 

disconnect {35} 

 
• CREATE(EndDeviceControls) 

 
• CIS 

 
• InitiateConnectDisconnect 

 
• CB/CD 

Customer  
• Exchange 

customer account 
data {54} 

 
• CREATE(CustomerAccountConfig) 

 
• CIS 

 
• AccountChangedNotification 

 
• CB/MR 

Meters 
• Exchange meter 

data {64} 

 
• CREATE(MeterAssetConfig) 

 
• CIS 

 
• MeterChangedNotification 

 
• CB/MR 

 
Notes:  

1) Req/reply – Request/reply message exchange pattern. 
2) Pub/sub -    Publish/subscribe message exchange pattern. 
3) {XX} – Reference to the figure number in the Part 9 document.  

 
 

CIM Reference Model Components MultiSpeak Abstract Software Functions 
CIS – Customer Information System CB – Customer Billing (CIS) 
MS – Metering System CD – Connect/Disconnect 
OMS – Outage Management System EDTR – End Device Receiving and Testing 
WMS – Work Management System OA – Outage Analysis (OMS) 
 OD – Outage Detection 
 MDM – Meter Data Management 
 MR – Meter Reading 
 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 156



5. PAYLOAD MAPPING – METER READING  
 

The last topic to discuss in determining the correspondence 
between Part 9 and MultiSpeak is the payload mapping.  
Space permits the discussion of only one payload type; the 
payload of most interest to developers is the meter reading.  
Meter readings may be of many kinds from simple 
residential monthly energy readings to complex multi-part 
interval readings.  The CIM MeterReading class is intended 
to carry all kinds of meter reading data.  In MultiSpeak the 
equivalent general-purpose meter reading object is the 
meterReading.  In addition, MultiSpeak may also carry 
metered data in several types of specialized objects, 
including a formattedBlock (for carrying large blocks of 
XML-formatted data in a format similar to that in a comma-
separated values file) and an intervalDataBlock, which is a 
specialization of the formattedBlock to more efficiently 
carry interval data.   

For the sample payload mapping, a simple monthly energy 
meter reading will be considered. Hence the mapping will 
compare a MultiSpeak meterReading object and the payload 
from a CIM MeterReadings message, which carries a CIM 
MeterReadings class.  Figure 2 shows an initial mapping 
between the two artifacts.   

 
Figure 2.  Mapping Between MultiSpeak meterReading 
and Part 9 MeterReading 

Again, it appears on initial inspection that there are 
substantial portions of the two standard payloads that do not 
have corresponding components in the other standard.  The 
MultiSpeak object carries information that is not included in 
a CIM Readings and the CIM MeterReadings has several 

additional classes that do not appear in MultiSpeak.  
However, a deeper analysis reveals that the two standards 
are closer than first believed. 

The CIM message includes optional links to associated CIM 
CustomerAgreement, EndDeviceEvents and IntervalBlock 
classes, which have no direct equivalent in the MultiSpeak 
meterReading, however their functions are handled in other 
ways in MultiSpeak.  For instance, there is no explicit 
concept of a customer agreement in MultiSpeak.  Its closest 
match is the concept of rate class or rate code, which is 
associated in MultiSpeak with a service location, not a 
meter or meter reading. The CIM MeterReading can be used 
for a number of different purposes, some of which require 
an EndDeviceEvent or IntervalBlock.   In the case where it 
is desired to send a CIM EndDeviceEvent, a MultiSpeak 
meterEvent would be used.  Similarly, if interval data is to 
be sent, a MultiSpeak IntervalDataBlock or formattedBlock 
object would be used, not a meterReading. 

Note, in Figure 2, that the CIM MeterReadings class 
contains an array of CIM MeterReading instances and an 
array of CIM ReadingType instances.  The ReadingType 
class is used to pass information about a specific class of 
meter reading; each MeterReading then references the 
ReadingType class by its identifier (ReadingType.mrID).  
The composition of a ReadingType.mrID is described in 
detail in IEC 61968-9, Annex C. 

Historically, MultiSpeak has sent sufficient information in 
the meter reading data so that a ReadingType description 
was not necessary.  Thus, information like units of measure 
(“units”) has been carried in the MultiSpeak meterReading, 
rather than being carried in a separate metadata object.  For 
purposes of future harmonization, MultiSpeak has recently 
added a readingType object, identical in content to the CIM 
ReadingType class, and with a readingType.objectID that is 
matches the guidelines in 61968-9, Annex C for a 
ReadingType.mrID.  Similarly, versions of MultiSpeak 
beyond V4.0.0 will add a ReadingTypeID element to the 
meterReading that can be used as a pointer to such 
readingType data in the same way as the CIM 
ReadingType.mrID carried in the MeterReading points to an 
instance of a CIM ReadingType. 

Table 4 shows the detailed mapping of the base MultiSpeak 
meterReading using CIM classes.  Table 5 details the 
MultiSpeak meterReading.meterID element, which 
identifies the meter used to collect the reading.  Table 6 
shows the details of the meterReading.readingValues 
element in MultiSpeak. 
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Table 4 
Mapping of MultiSpeak meterReading Object into CIM Classes 

 
MultiSpeak 

Parent 
Element 

MultiSpeak 
Element/Attribute 

Name  

Description 61968-9 
Message Element 

 

CIM Class.CIM 
Attribute 

 

meterReading     
 objectID Unique identifier for this instance of a meter 

reading. Inherited from mspObject base class 
Same function is addressed 
in CIM IdentifiedObject. 

MeterReading.mrID 

 verb This attribute gives the option to specify additional 
actions to be applied to this reading.  Inherited from 
mspObject base class 

Carried in verb portion of 
message header. 

 

 errorString This attribute gives the option to return to the 
publisher error information about this reading.  
Inherited from mspObject base class 

Outside the scope of Part 9.  

 replaceID This attribute links an installation and removal 
transaction.  Not applicable to a meter reading. 
Inherited from mspObject base class 

No equivalent in CIM.  

 utility Identifies the utility that generated this reading. 
Inherited from mspObject base class 

Outside the scope of Part 9.  

 extensions This element gives the capability to extend this 
object. Inherited from mspObject base class 

Outside the scope of Part 9.  

 comment Inherited from mspObject base class. Not applicable.  
 extensionsList This element gives the capability to extend this 

object. Inherited from mspObject base class 
Outside the scope of Part 9.  

 objectName A means to give a human-readable name to this 
object.  Not applicable to a meter reading.  Inherited 
from mspObject base class 

Included in CIM 
IdentifiedObject. 

MeterReading.name 

 IdentifiedObject This is a set of CIM naming fields that is carried in 
MultiSpeak for harmonization purposes.  Inherited 
from mspObject base class 

Naming fields inherited by 
MeterReading from 
IdentifiedObject.  

 

 meterID Identifier for a meter.  See Table 5 for detailed 
mapping. 

  

 deviceID A unique identifier assigned by the AMI vendor.  
For instance, this might be a transponderID or 
endPointID. 

Not in Part 9, but in CIM. ComFunction.amrAddress 

 readingValues Carries the actual meter reading values.  See the 
detailed  mapping in Table 6. 

  

 serviceType An enumeration of the type of utility service that 
this reading reflects.  For instance, a meter reading 
for electric service would have serviceType = 
“Electric”.  

Not in Part 9, but in CIM. Service.kind 

 
 

Table 5 
Mapping of MultiSpeak meterReading.meterID Object into CIM Classes 

 
MultiSpeak 

Parent 
Element 

MultiSpeak 
Element/Attribute 

Name  

Description 61968-9 
Message Element 

 

CIM Class.CIM 
Attribute 

 

meterID     
 meterNo This is the utility string name for this meter. Not in Part 9, but in CIM. MeterAsset.name 
 serviceType As described in Table 4, now applied to the meter. Not in Part 9, but in CIM. Service.kind 
 objectID Unique identifier for this instance of a meter. Note 

that if serviceType= ”Electric” and this objectID 
is”12345”, then this meterID refers to the instance 
of an electricMeter with objectID=”12345”.  

 MeterAsset.mrID 
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Table 6 
Mapping of MultiSpeak meterReading.readingValues Object into CIM Classes 

 
MultiSpeak 

Parent 
Element 

MultiSpeak 
Element/Attribute 

Name  

Description 61968-9 
Message Element 

 

CIM Class.CIM 
Attribute 

 

readingValues     
 extensions This element gives the capability to extend this 

object.  
Outside the scope of Part 9.  

 extensionsList This element gives the capability to extend this 
object.  

Outside the scope of Part 9.  

 units Unit of measure for the reading. A suggested 
enumeration is carried in the “uom” object, 
which comes from ANSI C12.19. 

Included in 
ReadingType.mrID.  61968-9, 
Annex C suggests using field 
#11 to carry unit of measure. 

 

 value Value of the reading.  Units for this reading are 
contained in the “units” element. 

This information is carried in 
MeterReading.Readings.Value. 

 

 ratePeriod Metering slot, TOU bin or bucket. Included in 
ReadingType.mrID.  61968-9, 
Annex C suggests using field 
#8 of the mrID to carry the 
measurement category. 

 

 readingType An optional string field that carries the 
classification of the reading.  Enumerations 
include: “Energy”, Negative Energy”, Current 
Demand”, Max Demand”, etc. 

Included in 
ReadingType.mrID.  61968-9, 
Annex C suggests using the 
combination of fields #5 and 6 
of the mrID to carry the 
UOMCategory. 

Maps most closely to 
ReadingType.name. 

 otherReadingType This is optionally added as a means to explicitly 
incorporate readingValueType values not 
included above. One usage of this field would be 
to send values where readingValueType is set 
above to "Other". 

Not directly supported.  

 name This field is an optional description of the type of 
reading contained in this object. 
 

Not applicable.  

 timestamp The time the reading was taken. Readings.TimeStamp.  
 measurementPeriod The period over which a peak or an accumulated 

value was measured.  The enumerations include 
“Current”, “Previous”, and “Previous Season”. 

Included in 
ReadingType.mrID.  61968-9, 
Annex C suggests using field 
#1 of the mrID to carry the 
time attribute .Could also be 
described by populating the 
Readings. Timestamp with 
ISO8601 time period elements. 
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6. CONCLUSIONS 
 
MultiSpeak and the CIM are both being used by utilities and 
their vendors for inter-application integration.   Hundreds of 
utilities and their software vendors now use MultiSpeak to 
integrate automated metering infrastructure systems.  With 
the issuance of IEC 61968-9 as an international standard, 
utilities and their vendors have been given guidance on how 
to use the CIM to perform similar integrations.  In order to 
avoid redundancy and lack of integration between 
implementations of the two standards, it will be necessary 
for the industry to develop a means to translate between 
these two standard solutions in an automatic and 
comprehensive manner.   
 
This paper outlines a process by which a mapping can occur 
and gives an example of such a mapping for one use case, 
monthly residential meter reading.  Other mappings need to 
be completed before a comprehensive translation can be 
developed between IEC 61968-9 and the corresponding 
parts of MultiSpeak.  Although the complete mapping will 
require substantial effort, it is achievable.  Both the CIM 
and MultiSpeak communities will benefit from the 
completion of this work, and both should work together to 
accomplish the goal.  One venue to complete and document 
the mapping work is the Part 14 team of TC57, Working 
Group 14.  The author wants to take this opportunity to 
encourage feedback and participation in this process by any 
interested parties.     
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Abstract 

Homes, buildings and industrial facilities together represent 

nearly 100 % of the load on the electric grid. Beyond load, 

these facilities comprise a significant amount of electricity 

generation and thermal storage. These customer-owned 

load, storage and generation resources must be made 

responsive to needs of the electric grid in order to enable the 

Smart Grid. At issue is the best way to accomplish this. 

What is the proper relationship of the facility, whether 

home, commercial or industrial, to the grid? Is the facility a 

―demand response‖ resource best controlled by the grid 

operations domain, or is it an autonomous entity that 

responds to signals from a grid-side service provider? This 

paper presents some governing principles and a conceptual 

architecture for a facility to Smart Grid interface based on 

these principles. Communications across this interface are 

examined in the context of the standardization work 

underway as part of the NIST Smart Grid effort priority 

action plans.  

 

1. INTRODUCTION 

Smart Grid has entered the national vocabulary along with 

its association to smart meters. However, very few 

Americans understand the complexities of the current 

electric industry and why the buildings we live and work in 

have an important role to play in the future Smart Grid. The 

fact is that residential and commercial buildings together 

consume 73 % of our electricity [1]. Some major goals for 

the Smart Grid will fail to be achieved without successful 

integration of smart buildings and distributed energy 

resources (DER) [2]. Among Smart Grid experts there exists 

a philosophical divide concerning how the facility and its 

resources should be integrated into the Smart Grid. Those 

on the electric service provider side tend to view the 

building as a grid resource, while those from the consumer 

side (particularly commercial buildings and industrial 

community) regard the building/facility as an autonomous 

intelligent entity that can provide a service to support the 

grid. The latter perspective is appropriate for buildings with 

intelligent control technologies, is consistent with building 

ownership, and is thus the end goal.  

In a July 2009 statement to Congress, the Institute of 

Electrical and Electronics Engineers (IEEE) identified the 

following benefits (among others) of the Smart Grid. (1) 

Real-time pricing of electricity will allow consumers to 

make informed decisions about their energy usage and 

reduce their energy costs. (2) Providing the information and 

control needed to better manage electrical demand will help 

facilitate the integration of alternative energy sources by 

providing a means to help mitigate the variability caused by 

their intermittency. And (3) greatly expanding the 

connection of end user loads to grid information and control 

will facilitate energy efficiency improvements [3]. 

 

These three points highlight the important role of intelligent 

facilities. The first point recognizes the necessity of 

communicating the real-time value of electricity to motivate 

and direct the consumer toward effective energy 

management. The communication of a simple price signal 

will transform the role of the facility in the grid, as the 

facility acts on behalf of the consumer to reduce or shift 

energy use at peak, while storing energy when price is low. 

This benefit ties to the second point above—with a price 

signal there is an economic driver for the use of intelligent 

controls and, in turn, for the installation of local generation 

and storage. The facility, with local generation and storage 

(primarily thermal), and automated controls, can then serve 

to support the intermittency of large-scale wind and other 

alternative energy sources. The third point above makes 

clear that Smart Grid is more than a tool for grid reliability 

and grid efficiency—it in turn supports energy efficiency as 

building owners gain insight into their energy use and tools 

for intelligent control.  

 

Given the importance of the facility in the Smart Grid, it is 

necessary to properly understand the facility-to-grid 

interface. The facility interface has two components to 

match the two fundamental planes of the Smart Grid: power 

flow and information flow. The meter serves as the power 

interface—it measures electron flow and serves as the 

demarcation point between the distribution grid and facility 

ownership. A logically separate information communication 

interface handles control and business level interactions. 

This paper focuses on the information communications 

interface and the information flowing through that interface. 

This interface must be properly designed to meet the 
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requirements of security and the ownership boundary, as 

well as to comply with principles that promote the 

development and success of the Smart Grid.  

 

The U.S. government’s push for Smart Grid has led to 

significant collaborative efforts to address standards 

associated with the facility interface. The efforts of the 

National Institute of Standards and Technology (NIST) [4] 

have advanced this topic, and this paper serves to 

consolidate our collective understanding within the context 

of this effort.  

 

2. FACILITIES AND THE GRID TODAY 

Today, the integration of facilities into the grid is at a 

nascent stage. Although various demand response (DR) 

programs have been tested and implemented in different 

forms by many utilities (retail electricity level) and 

Independent System Operators (ISO, at the wholesale level) 

for many years, there have been no standards, and the 

emphasis has been on dispatchable resources. If the end goal 

is real-time pricing to the customer (and there are many 

pilots demonstrating the effectiveness of price-based DR [5, 

6]), there are very few real-time price tariffs available 

nationwide.  In essence, we have no DR standards and a 

poor grasp of collaborative DR (or ―collaborative energy‖ 

[7]). 

 

If we examine DR implementation and standards work, we 

see a significant divergence between residential and large 

commercial & industrial (C&I) customers. In response to 

federal and state mandates, electric utilities are investing 

billions of dollars in smart meters to address residential DR. 

Requirements and communication specifications are being 

developed (e.g., OpenHAN [8], ZigBee Smart Energy 

Profile [9]) that essentially extend utility management into 

the home. The smart meter is part of the Advanced Metering 

Infrastructure (AMI), and the meter itself serves as the 

communications portal to the home. Local distribution 

utilities have historically offered demand-side management 

programs that provide them limited direct control over 

certain home appliances: thermostat, water heater, heat 

pump, and other appliances that consume large amounts of 

electricity. These programs are voluntary and in return for 

signing up for the program, the homeowner receives an 

electricity bill credit.  

 

In the C&I sector, there is a different dynamic at work. 

Although there are contractual agreements between the 

utility and large C&I customers to allow the utility to invoke 

direct control (known as ―curtailable load‖), there are other 

approaches for large buildings with in-house energy 

management that allow for EMS control and flexible 

implementation of energy management strategies.  

A large building or industrial process is complex, with many 

sub-systems to provide facility management in line with 

occupant needs and process schedules. Energy management 

itself involves not only electricity, but also gas, oil, chilled 

water and steam, air quality, and tradeoffs among these.  For 

this reason, utilities and ISOs have used many different 

methods for communicating DR signals to large customers. 

One communication protocol worthy of note is the Open 

Automated DR (OpenADR) signaling specification 

developed by Lawrence Berkeley National Laboratory [10]. 

This work has been proposed as the basis for an industry 

standard as discussed below.  

 

What we have then are different approaches for addressing 

residential and C&I facilities, with different gateways to the 

home/facility, a legacy of direct load control, and multiple 

forms of DR and market communications that have not been 

standardized. We lack a thoughtfully designed facility 

interface that addresses higher architectural principles and 

the use cases of the Smart Grid. 

 

The work underway in the NIST Smart Grid effort seeks to 

remedy this situation. Progress has been made on 

developing use cases, a Smart Grid architecture, and 

initiating critical standards efforts. The most important 

standards effort to note related to the facility interface is the 

effort underway now in the Energy Interoperation Technical 

Committee (EI TC) of the Organization for the 

Advancement of Structured Information Standards (OASIS) 

[11] and coordinated within the NIST DR/DER Standards 

Priority Action Plan [12]. The result of this work should be 

a standard that is adopted by utilities and ISOs nationwide 

to support DR programs and to address collaborative market 

interactions. The charter of the OASIS Energy 

Interoperation TC calls for a standard to address all energy 

interoperation communications across the facility interface. 

This scope includes the collaborative demand response 

signals in typical DR programs where a utility sends a 

request for load shed and the customer responds per contract 

with the choice to opt out. More importantly, Energy 

Interoperation is addressing price, bid, and other market 

interactions that promote collaborative participation of 

buildings in the Smart Grid. 

 

The following section examines the NIST Conceptual 

Model for the Smart Grid and high-level architectural 

principles, and then proposes a facility interface consistent 

with these constraints. 

 

3. FACILITY INTERFACE DESIGN PRINCIPLES 

The traditional utility model is that of bulk generation 

feeding power to the transmission and distribution grids 

ending at the customer facility. For the past century the 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 162



  

customer has been viewed simply as a load at the end of the 

wire and provided with no information regarding the health 

of the grid nor the instantaneous value of the electricity 

consumed. Markets have existed at the wholesale level 

alone. The advent of the Internet, digital controls and the 

prospect of significant amounts of consumer-owned 

distributed generation and storage is changing the picture. 

 

 
 

 

 

The NIST Smart Grid top-level Conceptual Model [13] is 

shown in Figure 1. The Smart Grid envisions the customer 

not only connected to the distribution domain via the meter, 

but also to the markets, grid operations, and customer 

service provider domains via communication networks. Are 

there to be four separate gateways to the facility, or is there 

a better architecture for customer communications? 

 

There are two fundamentally different philosophies driving 

communications across the facility interface. The first is tied 

to the need for grid stability and reliability—the need for 

grid operators to have capacity and reserves on hand to meet 

demand, with the need for reserves to be available 

increasing as wind and other variable renewable energy 

sources are brought into the system. The second is tied to 

the promise of Smart Grid to enable new technologies and 

new business models to engage the consumer in ways that 

meet the needs of the future grid. This philosophy demands 

collaboration across the interface and excludes direct 

control. To a great extent, the latter dynamic will provide 

for grid stability. We already see demand response being bid 

into the forward capacity markets [14], and pilots 

demonstrating the capability of buildings to participate in 

the reserves market with 5 minute response times via 

OpenADR signaling [15]. These efforts begin to show 

automated building participation in grid operations 

delivering demand reduction during critical periods without 

direct load control.  

 

To successfully unleash the potential of buildings in the 

Smart Grid, the facility interface must be a clear 

demarcation point between grid operations and facility 

operations. To successfully enable markets, motivate 

customers, optimize assets and enable efficient grid 

operations [16] we must adhere to the following 

architectural principles [13]. 

 

 Loose coupling describes a resilient relationship 

where each end of a transaction makes its 

requirements explicit with minimum knowledge of 

the other side of the interface.  

 Composition, the building of complex interfaces 

from simpler interfaces, enables diversity. 

Composition also means that the base, simpler 

services are available, and, hence, can be 

repurposed and recomposed—the simpler services 

become your toolkit. 

 Layering denotes separation of function and loose 

coupling between them. A layer has a general 

function and provides services to the layer above 

while receiving services from the layer below. A 

communication stack is composed of layers, just as 

a protocol standard is composed of simpler 

component standards.  

 Scalability. The Smart Grid applications, 

components, and participants are expected to grow 

rapidly as standards mature and infrastructure is 

modified or added. System performance should not 

be detrimentally affected as components and 

capabilities are added.  

 Security enables protected interaction, and is 

fundamentally concerned with managing risk. 

Security must be commensurate with application 

vulnerabilities and exposures, as evaluated by 

domain experts at the time application 

requirements are developed. Security of the 

marketplace requires transactional transparency to 

ensure auditable and traceable transactions.  

 

The facility interface must conform to these architectural 

principles to meet the goals of the Smart Grid to enable 

innovations, ensure interoperability and grid reliability.  

Security demands a limited number of connections into the 

facility. Collaborative interaction requires simple data 

exchanges with minimal need for knowledge of how that 

information is used or what protocols exist on the other side 

of the interface. The interface that is developed must meet 

the needs of today’s demand response models as well as 

those of tomorrow’s market interactions. Fortunately, most 

demand response today is ―collaborative demand response,‖ 

 
Figure 1  Seven domains of the Smart Grid with 

communication and electrical flows between them.  
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where a facility (or home) is sent a request to shed load at a 

specific time per contract. This approach is not direct load 

control, and it can be implemented while still adhering to 

the principles above.  

 

4. FACILITY INTERFACE MODEL 

Figure 2 presents a conceptual design for the facility 

interface that is consistent with the principles above. The 

facility domain, which is equivalent to the customer domain 

in Figure 1, has two primary gateways: the electrical 

gateway at the meter (with its distribution domain 

communications), and the communications gateway at the 

energy services interface (ESI). The facility domain 

interacts with the service provider domain to exchange DR 

program and other energy interoperation signals. This figure 

shows the logical separation of the ESI and meter. While the 

ESI could be realized at the meter (as it is currently for 

some residential DR programs with AMI meters), this 

approach is only one implementation of the more general 

architecture shown in Figure 2. 

 

The ESI is a gateway to the building domain and, as such, 

serves a security function. However, no specific network 

architecture is implied. The ESI may provide a direct 

connection to some device (such as the energy management 

system, EMS) or forward external service provider signals, 

as appropriate, to satisfy multiple services. There may be a 

hierarchy of ESIs, with the building ESI beneath a campus 

or microgrid ESI.  

 

For most customers the ESI connects only to service 

providers, whether that is the utility providing  distribution 

grid management, or an aggregator providing load 

aggregation for wholesale market interactions. However, the 

model presented in Figure 2 is flexible. For example, while 

the large C&I customer may interact directly in the 

wholesale markets, so the small customer may interact 

directly in some future local market implemented by the 

―service provider.‖ That market may, for example, be part 

of a campus microgrid.  

 

Note the dashed line from grid operations directly to a 

distributed energy resource in the facility domain, indicating 

a ―back-door‖ direct load control (DLC) connection. There 

may continue to be viable reasons to hard-wire certain 

facility resources to the distribution grid. Although this 

approach may be necessary for integration of facility 

resources as spinning reserve (where response times need to 

be on the order of one second), properly implemented 

networks can nonetheless easily meet these latency 

requirements with communications via the ESI.  

 

Concerning the Energy Management System (EMS), it is 

worth noting that for some buildings the function of the 

EMS could be handled by an external service provider. This 

approach may become more common for the small 

commercial market. There is also some similarity between 

this method and AMI for residential. However, with AMI, 

the utility is not performing energy management as much as 

demand management.  

 

Returning to the issue of ownership, the ESI stands as the 

gateway to the building domain. For example, the fact that a 

building automation system implements BACnet for energy 

management is not visible to the outside. This separation 

implies that the signals on one side of the interface are 

communicated via a different protocol than the other side. 

OpenADR (or now Energy Information eXchange, EIX 

protocol) messages arrive via web services in eXtensible 

Markup Language (XML) on the outside and are mapped to 

whatever internal control protocol is in use for the facility. 

The EIX signals may be passed from one ESI to the next 

and mapped to multiple internal protocols at multiple 

internal sub-systems. Simple signals make for simple 

translation. The goal, then, is to reduce information 

communication to its bare essence.  

 

 
 

Figure 2  The Facility interface conceptual model 

5. FACILITY TO GRID COMMUNICATIONS 

The facility interface must support communications 

associated with the services of today and tomorrow. These 

communications have been identified in the form of use 

cases for demand response and distributed energy resource 

integration as part of the NIST Smart Grid workshops 

process [13]. Currently the North American Energy 

Standards Board (NAESB) is preparing requirements 

documents for DR and price communications [17] which 

will provide input to standards development in the OASIS 

Energy Interoperation TC. The goals of this section are to 

classify communications through the ESI, associate 

information elements with those communications, and point 
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out where work is being done to further define the 

information elements used in various use cases. 

 

 

 
Figure 3  Information elements for communications at 

the Energy Services Interface and within the facility. 

 

Figure 3 presents a more information-focused view of 

Figure 2.The ESI is a dashed vertical line marking the 

boundary with grid on the left and facility on the right. 

Internal to the facility, the EMS receives messages from the 

ESI and communicates to internal sub-systems. External 

communications are between the ESI and Service Provider, 

as in Figure 2. The information elements shown here 

attempt to summarize the energy interoperation 

communications that involve both the grid and building. 

 

The communications at the ESI can be loosely classified 

into market interactions and DR interactions. Market 

interactions can be separated into simple forward price only, 

as distinct from buy and sell bidding transactions. DR 

programs are varied but follow a consistent model—a DR 

event signal is passed to a customer and the customer acts 

on that signal. 

 

NIST has initiated a priority action plan to address a 

standard definition of price [18]. That plan tasks NAESB to 

coordinate preparation of a requirements document that will 

be passed to the newly formed OASIS Energy Market 

Information Exchange Technical Committee (EMIX-TC). 

EMIX is focused on a standard definition of electricity price 

with associated context, e.g., schedule, quality, reliability, 

and generation source. EMIX will address clear and 

consistent semantics for communication of energy prices, 

bids, and energy characteristics that will apply to Smart 

Grid transactions [19]. The definition of price, in turn, 

becomes input to the Energy Interoperation EIX standard as 

a data element for DR communications. The price signal 

itself, at its core, is an array of prices associated with a 

schedule of future time intervals. A common standard for 

schedules is the subject of another NIST priority action plan 

[20]. As noted in Figure 3, bids are submitted by the facility 

to the markets and bid acceptance (or rejection) notice is 

received back. The customer independently receives the 

purchased power (for bid to buy) or delivers the load 

reduction or generation (for bid to sell). These market 

signals will be integrated into the Energy Interoperation EIX 

protocol.  

 

Also shown in Figure 3 is the ―forward demand/supply 

curve.‖ A forward demand curve is a prediction of future 

energy use (expected demand in kW) for future time 

intervals, and may be generated by analysis of past use, 

facility schedules, weather, and sub-system status. Rather 

than deal directly with a market, the facility may send these 

forward demand estimates (or supply in the case of potential 

demand reductions or generation/storage resources) to an 

aggregator who then bids this demand or supply resource 

into a wholesale market. Accurate estimation of sub-system 

demand may rely in part on sub-system energy profiles. 

Energy profiles may serve not only for configuration 

purposes (e.g., identifying sub-system load shed 

capabilities) but also as a resource for dynamic status: 

operational mode, faults, power level, storage status, etc. 

The subject of energy profiles is a topic of ongoing research.  

 

For demand response, the DR event signal contains: mode 

(e.g., high/ medium/ low, or pricing level), date and time of 

event notice, and date and time of event start. There may be 

other optional elements such as location. The notice will 

include customer and utility account and DR program 

specific data. The event is understood in the context of that 

program, and, for automated DR, the response to the signal 

is pre-programmed such that facility response meets 

expected load reduction. There may be some opt-in/ opt-out 

response. There may be some feedback signal to indicate 

status/performance of the facility in meeting the requested 

shed, although retail settlement (payment to the customer or 

penalty for non-compliance) is judged based on 

measurement and verification at the meter. The Energy 

Interoperation TC efforts are awaiting NAESB input to 

validate the details of a generic DR signaling protocol that 

can serve these functions and more fine-grained use case 

requirements.  

 

6. CONCLUSION 

We are in the midst of a transformation of the relationship 

between buildings and the grid. The convergence of 

automated controls in buildings, information technology, 

and national impetus to address electric grid weaknesses 

(reliability, energy source and need for DER integration) has 

created the environment for accelerated standards action. 

Work is proceeding on DR signals and market transaction 

communication standards even as we develop our vision for 

the integration of buildings in the Smart Grid. In fact, the 
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standards development process coordinated by NIST has 

become a social and political, as much as technical, effort 

that is stretching the vision of all stakeholders and 

coalescing the understanding of what the facility interface 

should be. Facility interactions with the grid should occur at 

a secure interface that also serves as a demarcation point of 

ownership at the domain boundary. Communications across 

the interface should be collaborative in nature, with simple 

data exchanges that require minimal knowledge of how that 

information is used or what protocols exist on the other side 

of the interface.  

 

This paper has presented a conceptual design for a facility 

interface that is consistent with these principles. The 

communications crossing the interface were examined with 

reference to the standardization work underway as part of 

the NIST Smart Grid effort priority action plans.  
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Abstract 

Collaboration is of the essence of smart grids. Smart grids 
enable participants to collaborate to align energy supply and 
demand. The architecturally significant interfaces of smart 
grids are those that are at boundaries between the 
collaborating entities. These interfaces minimally constrain 
the parties on either side while providing effective conduits 
for actionable information between the entities. Each 
collaborator will maintain its own privacy while interacting 
through these interfaces. We apply these criteria to the 
roadmap for standardization. 

While the two entities that interact at an architecturally 
significant interface can generally be called supplier and 
consumer, these roles are not fixed. The consumer may be a 
supplier to entities on its side of the interface. A consumer 
can also be a supplier of energy. The architecturally 
significant interfaces of the grid must honor the principles of 
symmetry and minimal knowledge, and interact with each 
other through carefully defined general services. 

1. INTRODUCTION 

The smart grid must be a platform for innovation [1], able to 
incorporate existing technologies as it spurs the 
development of new technologies. Process oriented 
integration uses deep knowledge of sub-systems to wring 
out every drop of performance from well-understood 
systems. Such integrations are expensive in time and in 
people; the expense of integration grows much faster than 
the diversity of technologies supported using such 
integration. This growing expense increases the cost of 
introducing new technologies into any system, and becomes 
a barrier to innovation. 

Smart grids support diverse interests and motives. The 
North American Power Grid supports end nodes of every 
interest, purpose, and lifestyle. Such diversity of purpose 
can never be supported by unitary control strategies. If the 
end nodes are forced to accept direct control from the 
outside, they will accept only the smallest interference they 
can negotiate. Greater response from the end nodes must 
come from engagement rather than control. 

The evolution of policy and technology are increasing the 
volatility of the energy supply for the smart grid. Increased 
volatility leads to greater needs for response and interaction. 
At the same time, the safety margins of the distribution 
infrastructure are being reduced. Today’s grid has less room 
for error.  

Distributed energy resources are changing the roles played 
at each interface on the grid. Electric vehicles and their 
batteries and generators are being used and considered for 
grid-scale distributed energy resources.1

The interactions between the end nodes and the grid are the 
most rapidly evolving. Flexibility in these interfaces will 
enable faster change and more innovation. For smart grids, 
the interfaces between supplier and consumer, between 
owners with different interests, are the ones that reduce 
friction and enable innovation. 

 Site-based 
generation further blurs the formerly distinct roles of 
producer and consumer. Creative applications of 
information technology to consortia of buildings are being 
bid as fast response voltage regulation resources. Microgrids 
[2] are creatively managing their internal use and 
generation. The relations between the end nodes and power 
grids are becoming more varied. 

1 Some hybrid buses and trucks can be used as emergency 
generators 
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In any system, there are articulation points, the places where 
something can bend, something can flex, and something can 
change. If the North American Power Grid is the world’s 
largest robot, then the articulation points are the elbows and 
the knees where decisions, operations, and directions 
change. The inter-domain interfaces are the most 
architecturally significant to the development of smart grids. 

2. COLLABORATIVE ENERGY 

Collaboration has been defined as “a mutually beneficial 
and well-defined relationship entered into by two or more 
organizations to achieve common goals [3].” It is also 
defined as a process that “...occurs when a group of 
autonomous stakeholders of a problem domain engage in an 
interactive process, using shared rules, norms, and 
structures, to act or decide on issues related to that domain 
[4].” The International Telecommunications Union further 
specifies that a “formal agreement, such as a Service Level 
Agreement (SLA), puts contract type language around the 
collaboration [5]”.  

We define Collaborative energy [6]  [7] as two or more 
organizations working together to balance energy supply 
and demand. Either side may have energy to buy or sell. 
Either side may be able to mediate energy consumption. 
Either or both sides may have resources for energy 
generation or storage. Even storage itself is energy 
consumption or supply depending upon collaboration 
signals and direction of energy flow. 

Collaboration relies on clear signals to share information 
between autonomous entities. These information elements 
are cross-cutting elements in smart grid standards [8]. The 
entities exchange mutually understandable price and product 
definitions. They must communicate interval and schedule, 
for energy is volatile and evanescent. They must 
communicate current market conditions and risks, and how 
these are anticipated to change.2

Because collaboration is between independent entities, and 
involves financial transactions, the interfaces of 
collaborative energy must work at arm’s length, between 
organizations that may be hostile to each other. Privacy and 
security are critical to acceptance of any collaborative 
interfaces. 

 They must share a common 
understanding of current energy use. 

Collaboration enables partners on each side of an interface 
to apply their own creativity, to balance risk and innovation, 

2 Some might recognize these as the OASIS Technical 
Committees WS-Calendar, Energy Market Information 
Exchange (EMIX) and Energy Interoperation 

at their own pace, to contribute to shared energy supply and 
reliability. 

3. ARCHITECTURALLY SIGNIFICANT 
INTERFACES 

For the smart grid, the architecturally significant interfaces 
are those between domains. Intra-domain interfaces can 
benefit from similar discipline of approach, but the Smart 
Grid requires interoperation where collaboration exists now 
and will in the future. 

3.1. Architectural principles for generative systems 

The Smart Grid is a system of systems, just as the Internet is 
a system of systems. Deep and specific knowledge of how 
each of those systems is designed, implemented, and has 
evolved is not needed to use the Internet. The Internet 
design approach has proven astoundingly generative, that is, 
it is able to support the development and integration of new 
technologies and new business models without redesign or 
invalidation of its core behaviors. 

Internet system architectures are based on four principles 
[5]: 

• Separation between network technology and 
services  

• End-to-End architecture, and extension of 
intelligence from the core to the edge of a network  

• Scalability  

• Distributed design and decentralized control 

The architectures for smart grids are evaluated based upon 
the principles laid out by the Gridwise Architecture Council 
(GWAC). These are illustrated in a diagram referred to as 
the GWAC Stack. [9] (See Figure 1). 

The GWAC Stack provides a context for evaluating 
architecturally significant interfaces. Collaborative 
interfaces are noteworthy in that they address layers 5-7, 
i.e., work at the upper end of the stack. 
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Figure 1 GWAC Stack [9] 

The principles laid out by NIST to guide development of the 
interfaces of the smart grid [1] offer compatible advice. The 
interfaces should support: 

• Symmetry – facilitates bi-directional flows of 
energy and information.  

• Transparency – supports a transparent and 
auditable chain of transactions.  

• Composition – facilitates building of complex 
interfaces from simpler ones.  

• Extensibility – enables adding new functions or 
modifying existing ones.  

• Loose coupling – helps to create a flexible platform 
that can support valid bilateral and multilateral 
transactions without elaborate pre-arrangement. *  

• Layered systems – separates functions, with each 
layer providing services to the layer above and 
receiving services from the layer below.  

• Shallow integration – does not require detailed 
mutual information to interact with other managed 
or configured components.  

For the architecturally significant and long-lasting 
interfaces, these principles and the related guidelines are 
especially important. The principles all align with the goals 
of collaborative energy. 

3.2. Consistency of Interfaces 

Consistency of interface is important to the evolution and 
economic success of the Smart Grid. Without consistent 
interfaces, each system installation requires custom 
integration and configuration. This process, expensive and 
time consuming, itself becomes a barrier to participation. 

 For example, consistent communication of price and 
product definition will enable equipment manufacturers to 
build equipment that will work in each of the more than 
3,000 utility service areas in the United States, and 
thousands more across the world. Standard interfaces drive 
that consistency, and increase market sizes and incentives 
for smarter devices.  

Customization adds significant barriers to smart building 
agents today. Avoiding the requirement for customization 
would reduce design, integration, and installation costs. 

Total uniformity, of course, is impossible. The equipment 
purchased today to meet new standards will be used with 
equipment purchased yesterday that does not; similarly, 
today’s purchases are tomorrow’s legacy systems. 

3.3. Articulation Points 

Each architecturally significant interface is a limited 
connection or articulation point between domains that 
exposes a selection of defined energy services.  We use the 
approach of Service Oriented Architecture because a 
process view implies deep understanding of the managed 
process; while a service view implies understanding of the 
limited nature and content of communication between 
systems. [10] 

In anatomy, articulation is defined as uniting by forming a 
joint or joints. In building architecture, articulation is to give 
visible or concrete expression to (the composition of 
structural elements). We use articulation to refer to both 
concepts as they appear in software architecture, as an 
interface that joins two domains or services, and as the 
location wherein the underlying processes and functions 
within a system become visible expressed as services.  

The systems on either side of architecturally significant 
interfaces typically are owned by different enterprises, 
under different control, and serve differing purposes and 
functions.  
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3.4. Selecting Interfaces 

 
Figure 2 Smart Grid Conceptual Model [8] 

The Smart Grid Conceptual Model [8] (see Figure 2) 
catalogues the domains of the Smart Grid. We use the 
interactions between the domains to determine the 
architecturally significant interfaces. 

The interaction or interface points between the domains of 
the Smart Grid meet the criteria for articulation points. 
Consider the overall Conceptual Model in Figure 2.  

Even at this high level of abstraction we see that the 
domains are typically under separate ownership and under 
separate control. Markets are used in all domains, and price 
(along with the characteristics and quantity of energy or 
service) is how value is communicated. 

This reasoning leads quickly to the conclusion that energy 
price and characteristics communication is important to 
interoperability and is already in universal use. Since the 
details of price communication vary considerably, a 
common form of communicating price and characteristics is 
important information for interoperation. [11]  

A similar argument leads to the decision that consistent 
communication of schedule is also important for 
interoperation. 

3.5. A Matter of Balance 

As with the design benefits of use cases, where a proposed 
design is evaluated in part by the use cases it supports, the 
determination of architecturally significant interfaces is one 
of balance (and often of iterative evolution) 

Beyond proper layering, one important aspect of interface 
definition is the level of complexity—too complex, with too 

much information passed will make the interface brittle and 
hard to evolve; too simple and the power of the interface is 
compromised. 

The level of abstraction, or how much function is in a 
service and the choice of interfaces, is another important 
aspect. Experience in Service Oriented Architecture-based 
development suggests that relatively large services allow for 
more effective reuse and repurposing. [12] [13] 

4. INTEGRATION, INTERFACES, AND REUSE 

In enterprise software, the term integration refers to the act 
of assembling diverse components and making them work 
together as part of a larger application. 

4.1.1. Repurpose and Reuse 

Determining the services needed, and keeping them at a 
relatively high level, intuitively should help reduce the 
number of components for a specific application. By making 
the connections (the interfaces) simple, clean, and flexible 
enough we can separately evolve the different components. 

Independent innovation behind flexible (i.e., not brittle) 
interfaces allows the implementations and approaches to 
operate on a timeframe and scale that works for each 
component, and thus evolve the application more 
effectively. Flexible interfaces do not convey deep 
knowledge or characteristics of implementations, but tend to 
focus on minimal information exchanges and consistent data 
models. 

Designing to repurpose and reuse relies on building 
composable services that can be reassembled and 
repurposed easily. See for example [14] and [8] Section 3.   

4.1.2. Privacy 

Many parties are expressing growing concern about privacy 
and smart energy. NIST has highlighted that the collection 
of energy-related information about the operation of systems 
in homes raises privacy concerns [1]. These concerns are 
developed in some detail by the Future of Privacy Forum 
[15]. 

Clearly detailed usage information poses privacy issues. 
Further work is needed in defining and managing the 
operation of privacy standards, i.e., practices and policies to 
protect privacy but to allow specific and revocable 
delegation to third parties. 

5. ADOPT DON’T INVENT 

In parallel with the dictum to repurpose, one should not (re) 
invent when one can adopt. Reinvention is seldom 
productive until it’s time to rethink an interface or 
engineered object. Since the broad world of enterprise and 
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personal software has already evolved, re-engineered, and 
hardened most of the contents of this section it is likely that 
the requirements for energy are already met or can be met 
with minor adaptation or profiles. 

Adoption also enhances interoperation, as it encourages re-
use of components already known across domains. An 
intermediate service or system may not need to understand 
an entire message to know whether to ignore it or act, to 
relay it or discard it. Components make this easier.   

6. SMART GRID INFORMATION EXCHANGE 

Alex Levinson [16] has called the set of specification we 
discuss the Smart Grid Information Exchange standards 
(and standards to be). Inspired by his term, we use the prefix 
SG in our discussion of these specifications. 

Many of the standards and interfaces already exist, at 
varying levels of maturity.  

We start first with the existing specifications in our 
toolkit—since they already exist, we need only adapt some 
of them in minor ways; others may require more work. 

6.1. Information Standards to Adopt 

The standards (and should-be-standards) in this section are 
primarily for information communicated, rather than 
protocols for information exchange. We think of these as 
components of messages; some may include protocols, but 
our focus is primarily on the information exchange. 

For example, an interchange of usage information may be 
carried by a web services protocol but the same usage 
information can be exchanged by other protocols or 
mechanisms. 

6.1.1. Schedule and Interval 

For human interactions and scheduling the well-know 
iCalendar [17] format is nearly universally used. While 
there are other standards for time (e.g. ISO 8601[18]) there 
are few others that integrate time and other scheduling 
information in an easily repurposed manner. Coordination 
of services to, from, and within homes, commercial 
buildings, and industrial facilities is easier with this near-
universal format.  

The iCalendar format is being updated for use as a 
component of web services messages in cross-domain 
communications. This work is being begun by the Calendar 
and Scheduling Consortium (CalConnect.org) working 
through the processes of the Internet Engineering Task 
Force (IETF). It will be completed within the OASIS WS-
Calendar Technical Committee. This is the subject of NIST 
Priority Action Plan 4, Common Scheduling Mechanism. 
[19] 

Coordination of services to, from, and within homes, 
commercial buildings, and industrial facilities will be easier 
with this near-universal format. 

6.1.2. Weather 

Knowledge of the future is important to all markets; 
knowledge of future weather is important to energy markets. 
All weather is local. Local weather awareness includes not 
only weather predictions, but also knowledge about the 
actual weather at my location following previous 
predictions. 

DWML is an existing specification developed by the 
National Oceanic and Atmospheric Administration 
(NOAA). NOAA offers access to their National Digital 
Forecast Database (NDFD) [20] using DWML. DWML is 
somewhat quirky and hard to use. Smart energy would 
benefit from its further development. Further work would 
include defining a DWML profile for reporting as well as 
forecasting, to enable the exchange of actual conditions as 
well as forecasts. Such a profile would be used when 
querying local weather stations and even personal weather 
systems, and for dynamically determining ratings for 
transmission lines. 

6.1.3. Geospatial Communication Standards 

The Open Geospatial Consortium [21] develops standards 
for communication of geospatial information. Readers may 
be familiar with the OGC geolocation specification KML, 
used to pin information in Google Earth. [22]  

Specialized standards from OGC such as SensorML can 
describe the location, geometry, dynamic, and observational 
characteristics of sensors and sensor systems. Other 
applications of OGC specifications include defining 
geographic polygons, e.g., the area served by a substation, 
which could in turn support either congestion pricing or be 
sent directly to emergency responders (via standards such as 
the OASIS Common Alerting Protocol [23]) to describe 
where traffic and street lighting may be out and facilities 
may be at risk. 

6.1.4. Device Discovery and Profiles 

Web Services Device Discovery (WS-DD) and Device 
Profile (WS-DP) are two web services OASIS standards for 
locating and configuring devices. 

Two major manufacturers of electrical equipment have 
announced that they will include WS-DD and WS DP for all 
the equipment they sell.3

3 Schneider and Kohler. 

 There are open source 
implementations for small devices. [24]  
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The authors expect that these standards will have a big role 
in the future world of dynamically configured and 
distributed generation, consumption, and Net Zero Energy 
facilities. 

6.2. Structural Approaches 

Three approaches to software and enterprise interoperation 
have proven valuable for wide-scale integration of software 
systems developed, owned, and maintained by disparate 
organizations. 

6.2.1. Service Orientation 

We have discussed the value of Service Orientation earlier. 
Toby Considine described service oriented energy [10] at 
Grid-Interop 2008.  

Service-Oriented Architecture (SOA) [25] [26] provides a 
way to describe the loose, flexible integration required for 
the architecturally significant interfaces.  By defining 
services supplied and consumed, SOA approaches hide the 
implementation details that create problems for independent 
evolution and long-term effectiveness.  

Capabilities can be used without needing to know the details 
of the service implementation, those very details that create 
deep integration problems for independent evolution and 
long-term effectiveness—only the service interface and 
information meaning are shared. Moreover, coarse-grained 
services provide greater opportunity for repurposing. [13] 

Service orientation, decomposition, and assembly are the 
state of the art in enterprise software. [27] 

6.2.2. Fine Grained Security 

There are many fine-grained security standards in wide use. 
We will not catalog these but refer the reader to Cox’s high-
level survey. [28] The typical approach in enterprise 
software is to compose the information and protocol 
standards with standards that implement appropriate 
security models. 

6.2.3. Policy 

Inheritable (and modifiable) policy standards such as WS-
SecurityPolicy [29] have made management of large 
systems much easier. In addition, defining and enforcing 
consistent security policies can produce a higher level of 
assurance. 

6.3. New Interfaces to Enable the Smart Grid 

Finally we describe new architecturally significant 
interfaces. These interfaces enable the smart grid by 
allowing exchange of information where it is needed, while 
allowing flexibility and extensibility for requirements not 

yet known. These satisfy the generative nature requirement 
for the smart grid, and as implemented will allow the 
respective industries to simplify deployment and 
interoperation. 

This is an evolution and refinement of work done 
throughout 2009 [30] [31] Many requirements for the work 
in progress are summarized in the NIST Framework [1] and 
in the respective NIST Priority Action Plans.  [19] [32] [33] 
[34] 

The guiding vision we have described has driven the work 
below and the work defining these standards has begun. 

6.3.1. SG-Energy Interoperation 

Lawrence Berkeley National Laboratory in collaboration 
with the California Energy Commission developed 
OpenADR, the widely deployed technology for automated 
demand response. This work was contributed to the OASIS 
Energy Interoperation Technical Committee [35] and others. 

Collaborative energy embraces enterprise interactions as 
well as building systems. By recognizing the authority of 
the building occupant, whether be in a commercial building, 
factory, or home, we expect to be able to induce a larger 
response (energy reduction) and wider participation. The 
committee will also draw upon European work on 
cooperative energy use, and will include security and 
privacy requirements. 

Utilities and other energy market participants are working 
within the North American Energy Standards Board 
(NAESB [36]) to define business use cases and 
requirements for Demand Response (DR) and Distributed 
Energy Resources (DER). This work will be contributed to 
the Energy Interoperation TC as well as to parallel efforts 
developing managed energy. 

This is the work of NIST Priority Action Plan 9 [33]. 

6.3.2. SG-Market Information 

We describe the motivation and details of interoperable 
price and characteristics communication in another paper in 
this conference. [11] 

The OASIS Energy Market Information Exchange (EMIX) 
TC [37] began meeting in October 2009. EMIX is defining 
an XML vocabulary for exchanging price and energy 
characteristics (e.g., hydro, hard coal, nuclear, wind, etc, 
with a place for carbon information). EMIX will facilitate 
energy markets and device understanding of price and 
characteristics to enable consistently communicated 
dynamic pricing of energy. 

EMIX will interact easily with financial and commodity 
market mechanisms. It will adopt and adapt market 
definitions and interactions from financial transaction 
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standards such as ISO 20022 [38] and FIX [39]. EMIX also 
anticipates the development of new energy products that 
allow energy choice based on environmental issues as well 
as price. 

6.3.3. SG-Energy Usage 

Energy use has traditionally been summed over a month and 
then received by the consumer weeks later, far too late to 
affect behavior. Recent high profile efforts by Google 
PowerMeter [40] and Microsoft Hohm [41] have 
demonstrated the power of granting consumers access to 
near real time dynamic data about energy usage. Makers of 
industrial and of building automation systems (BAS), 
particularly makers of heating and cooling systems, have 
long wanted direct access to current meter information, and 
energy management systems need a standard format for 
devices reporting consumption. 

Work in progress in this area is addressed in part in NIST 
Priority Action Plan 10. [34]  

6.3.4. WS-Calendar 

WS-Calendar [42] will build on the work we described 
related to iCalendar [17] to define light loose schedule 
components for use in web services and other eCommerce 
transactions. These components will be used in 
Collaborative Energy, and their semantics will be re-used in 
Managed Energy.  

Because the work of the Calendaring and Scheduling 
Consortium (CalConnect.org) is used near-universally for 
enterprise and personal scheduling, and in the near future 
will be adopted by building systems and possibly finance, 
WS-Calendar will provide a common understanding of 
schedule and interval across many domains and for more 
purposes than energy. 

Work in progress in this area is address by NIST Priority 
Action Plan 4. [19] 

6.3.5. SG-Managed Energy 

We use this term to encompass the entire range of direct 
load management and control technologies used to manage 
small devices without requiring a premises-based system for 
consumer input. Work in this area includes ZigBee Smart 
Energy Profiles [43] and Open Home Area Network 
Requirements (OpenHAN). [44] 

Managed Energy is deployed widely if sparsely today, as it 
is an extension of the direct load control methods and tariffs 
developed following the oil-shock of 1973. Because 
Managed Energy includes detailed registration and 
management of in-home devices, it has raised growing 
concerns about electronic privacy and the potential to 
expose detailed personally identifiable information. [1] [15] 

7. CONCLUSIONS 

7.1. Challenges of Smart Grids 

The greatest challenges of smart grids are to coordinate 
energy supply and consumption, a task that is growing in 
complexity. Energy supply will become more volatile as we 
add unpredictable renewable energy sources to the grid. 
Grid safety margins will continue to be reduced. Energy 
sources will distributed across the grid, including inside the 
traditional one-way end nodes, commercial buildings and 
homes. 

This coordination occurs most significantly between 
domains, whether domains are defined operationally or by 
ownership. The natural mode of interaction between 
business entities an economic mode, in which scarcity and 
value are negotiated by economic transactions involving 
clearly defined products.  

Limiting interactions to economic transactions minimally 
constrains solutions on either side of the interface. We need 
the fewest constraints consistent with grid coordination to 
enable rapid innovation on either side of each interface. 
Economic interfaces allow the introduction of new 
intermediation services that may add new value or better 
engage consumers. Economic interfaces are also likely to 
offer the least personally identifiable information and 
thereby improve privacy on smart grids. 

7.2. Benefits of Smart Grids 

The biggest benefits from smart grids will come from 
engaging the end nodes to assist in balancing energy supply 
and demand. This requires clear communications of energy 
scarcity and abundance, of the value each assigns to that 
energy, and of responsibility for outcomes. These signals 
are all in the realms traditionally assigned to economics and 
markets. The significant interfaces of smart grids are 
economic and market interfaces. 

Current best practices in large system architecture define 
services, and assign responsibility for providing those 
services to systems n either side of an interface. To allow 
innovation and competition, services are agnostic of 
process, and focus exclusively on quality and timeliness of 
performance. Any system, including ones provided through 
innovative new technologies, can compete on quality and 
timeliness of service delivery without re-development of 
systems architectures or of interfaces. We require 
approaches that present minimal barriers to innovation to 
achieve smart grid goals.  

The architecturally significant interfaces of smart grids are 
economic communications using service oriented 
architectures. These architecturally significant interfaces of 
smart grids are at boundaries between the collaborating 
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entities. These interfaces minimally constrain the parties on 
either side while providing effective conduits for actionable 
information between the entities. These interfaces honor the 
principles of symmetry and minimal knowledge, and 
interact with each other through carefully defined general 
services. 
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Abstract 

To fully achieve the benefits of smart grid, a range of new 
software applications, components, and improvements to 
business processes will rely on information emanating from 
existing and new systems and data sources.  These new 
smart software components will need to interpret business 
semantics in a common way in order to ensure that data can 
be exchanged and shared, and that business intelligent 
activities can be carried out in an efficient and cost effective 
manner.  An open, and shared information model provides 
such common semantics.  An architecture driven by this 
information model will allow for reduced integration costs, 
increased development efficiency, and increased overall 
system flexibility.  It also allows for new application 
functionality not possible given traditional architectural 
approaches. 

Application of semantic web technology presents several 
interesting questions:  How can smart grid information 
models be made accessible to domain experts?  How can 
smart grid applications leverage Semantic Web technology 
to reason in ways not possible with traditional information 
modeling techniques?  What are the key challenges facing 
those looking to leverage Semantic Web technology in the 
smart grid domain?  We present an integrated set of tools 
and technologies aimed at addressing such questions.  To 
make semantic modeling accessible to domain experts, we 
have developed the Semantic Application Design Language 
(SADL), a controlled-English language with an associated 
authoring environment for building rich formal models and 
adding layers of domain-specific rules. Models are 

translated to OWL (Web Ontology Language) and 
application rules are translated to the Semantic Web Rule 
Language (SWRL) or to Jena Rules.  Smart grid reasoners 
are then able to draw inferences both from the logical 
structure of the model and from the domain rules. The result 
is "documents that think"- documents that are computable. 
When situation-specific data is combined with the model, 
the output is the implications of the document for the 
situation. 

1. INTRODUCTION 
The focus of this paper is to highlight how open, shared, and 
semantic information models can be used to enable new 
smart grid capabilities.  Not only will an open, shared, and 
semantic information model enable semantic 
interoperability among diverse smart grid components and 
systems, it will allow for the application of new capabilities 
not possible given traditional systems engineering 
approaches. 

This paper is broken into two sections.  The first section 
provides background information regarding the smart grid, 
associated standards, and Semantic Web technologies.  The 
second section describes GE’s vision for the smart grid 
architecture, its information model, and how that 
information model can enable new use cases and 
applications.  We introduce the Semantic Application 
Design Language (SADL) and its associated authoring and 
execution environment, which can be used by subject matter 
experts (SMEs) to develop smart grid models and analytics 
based upon Semantic Web languages, standards, and open 
source tools. 
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2. BACKGROUND 

2.1. Smart Grid Challenges 
According to EPRI [1], the smart grid “refers to a 
modernization of the electricity delivery system so it 
monitors, protects and automatically optimizes the operation 
of its interconnected elements—from the central and 
distributed generator through the high-voltage transmission 
network and the distribution system, to industrial users and 
building automation systems, to energy storage installations 
and to end-use consumers and their thermostats, electric 
vehicles, appliances and other household devices.”  
Realization of this vision will require “a two-way flow of 
electricity and information to create an automated, widely 
distributed energy delivery network. It incorporates into the 
grid the benefits of distributed computing and 
communications to deliver real-time information and enable 
the near-instantaneous balance of supply and demand at the 
device level.” [Ibid] In other words, what separates the 
smart grid from today’s grid is that the flow of information 
and its meaning—communication—will be as ubiquitous as 
is the flow of electricity in the current grid. 

Today, the system that manages the transmission and 
distribution of power is subdivided into discrete subsystems, 
each one managing a subset of the overall solution. On the 
whole, these subsystems are treated individually, often from 
multiple vendors. A degree of point-to-point integration 
exists between some of these, typically to automate key 
business tasks such as data propagation, synchronization, 
planning, and configuration. In addition, as established Grid 
Operators reach retirement age, the replacement workforce 
is younger and less experienced in managing this somewhat 
disconnected system, and demand a more “intelligent” 
solution for managing the power system as a whole. 

In order to fulfill the vision and meet the challenges 
described above, the various systems and subsystems of the 
smart grid need to be able to seamlessly interoperate.  
Interoperability and communication, whether it is between 
humans or software systems, begin with a shared, common 
language.  A system’s information architecture and 
associated information models provide system components 
with this shared, common, language.  Not only does this 
common language enable information exchange, it also 
provides a foundation upon which new capabilities can be 
built. 

2.2. Standards 
The smart grid covers a wide range of business domains and 
functionalities.  Standards provide common protocols, 
syntax, and data models that can be used by the various 
elements of the smart grid to work together.  Leveraging 
standards also enables smart grid participants to drive 
commoditization of the components and/or of the 

component interfaces that are standardized.  This in turn 
enables smart grid participants to focus on innovative 
applications, analytics, decision support facilities, etc., that 
create value for various customer segments. 

The smart grid standards space spans multiple domains from 
electric power generation to information technology and 
emanate from a number of organizations:  NERC, FERC, 
IEC, CIGRE, EPRI, W3C, NIST, and others. In the last 
decade or so, the power industry has made great strides in 
creating a common information model (CIM) to resolve 
semantic inconsistency issues. Today, the CIM is widely 
accepted by both vendors and customers globally. IEC 
61970 [2] and IEC 61968 [3] series standards define data 
exchange specifications based on the CIM so that the 
interoperability between various systems and applications 
can be achieved. Using CIM as a semantic model to drive 
interface and data exchange design has been a key step in 
the standards space to better enable smart grid 
interoperability.  

However, as the saying goes, the wonderful thing about 
standards is that there are so many of them! NIST originally 
identified 16 key standards or specifications for smart grid 
interoperability [4]. After public comment, the list increased 
to 31. EPRI’s report to NIST increased the list to 77 [1]. 
NIST’s conclusion is that “hundreds of standards will be 
required to build a safe, secure Smart Grid that is 
interoperable, end to end” [ibid].  End-to-end 
interoperability will require that these standards themselves 
are interoperable. 

2.3. The Semantic Web 
The Semantic Web envisions the future World Wide Web as 
a universal medium for the exchange of data, information, 
and knowledge. Where as HTML and XML provide shared 
syntaxes for information, the Semantic Web demands that  
shared semantics be achieved. To this end, the World Wide 
Web Consortium (W3C) has developed formal 
specifications such as RDF [5], RDFS [6], the Web 
Ontology Language (OWL) [7], and the Semantic Web Rule 
Language (SWRL) [8]. These enable a formal description of 
the concepts, terms, and relationships within a knowledge 
domain. These shared models, or ontologies, are the 
foundation upon which semantic search, communication, 
interoperability, and intelligence (reasoning) are built. Each 
of the Semantic Web standards mentioned above, in the 
order listed, provide a successively more expressive and 
powerful modeling capability. RDF and RDFS provide a 
weak ontology language. OWL provides a much more 
expressive language. SWRL allows domain-specific or 
business logic to be captured in the domain vocabulary 
defined by the underlying ontology. 

Semantic technology is born of research and lessons learned 
in the past. Expectations were very high during the 1980’s 
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and early 1990’s that expert systems would revolutionize 
decision science. These expectations were largely 
unrealized, due in part to the inability of most expert system 
languages and systems to adequately model the domain of 
interest. During the same time period, object-oriented 
programming promised modularity and reusability at 
unprecedented levels. These promises were also not entirely 
realized. A third concurrent activity was in the area of 
classification and reasoning in a field called Decision 
Logics (DL) [9]. DL sought to build knowledge 
representations that were subsets of first or first and second 
order logic and which were provably computable.  

The 1990 advent of the Web and its subsequent phenomenal 
success changed the way people access, exchange, and even 
use information. Today the size of the Web is estimated at 
50 billion pages with over a trillion unique URLs. Tim 
Berners-Lee, credited with the invention of the Web, directs 
the W3C and leads that organization’s efforts to realize the 
Semantic Web. Research into how to create and use 
semantic content is progressing rapidly and is worldwide. 
Semantic Web technology builds upon the past. For 
example, one flavor of OWL is OWL-DL [10], which 
incorporates Decision Logics to offer an expressivity that is 
also computable. The convergence and synergizing of these 
technologies in many ways overcomes the weaknesses 
found in each technology by itself. While there are many 
challenges, semantic technology and the Semantic Web 
offer great promise in ways that may be of enormous 
consequence for the smart grid. 

In particular, interoperability and reasoning, both logical 
and domain-specific, are critically important to achieving 
the vision of a smart grid and are enabled by semantic 
models. Given two different standards or information 
schemas, each will have its own terminology or metadata 
(conceptual model, often implicit). By formalizing a 
conceptual model of the domain that encompasses the 
conceptual commitments of both standards or schemas, it 
becomes possible to explicitly capture the mapping between 
the two in terms of the shared conceptual model. This in 
turn permits information to flow bi-directionally between 
the two with mappings from one to the shared model and 
from the shared model to the second happening in an 
automated fashion. Additional standards or information 
schemas may likewise interoperate as long as their concepts 
are encompassed by the semantic model and the mapping of 
the new metadata to the shared model is understood and 
captured. An example of the kind of reasoning envisioned is 
described in Section 3.2. 

3. FRAMEWORK 
Smart grid is an initiative to apply innovative information 
technologies within the Transmission and Distribution 
(T&D) domain to solve key challenges and opportunities of 

the energy industry.  GE has defined a system architecture 
and developed system requirements for the overall power 
system that enables the subsystems to operate in a 
coordinated, efficient, and reliable manner.  This 
architecture will improve overall operational efficiency and 
address issues with aging assets, retiring workforce, and 
escalating reliability and efficiency (green) expectations.  
The power system will be capable of handling emergency 
conditions with “self-healing” actions, which will allow the 
utility industry to be more responsive to the energy market 
and overall utility needs.   

The smart grid system capitalizes on advances in 
information and communications technologies, and will 
enable: 

• Better grid performance  

• Better support to the utility business processes 

• Improved service delivery 

• Improved customer service 

• Self-healing to correct problems early 

• Interactivity with consumers and market 

• Optimization of resources 

• Predictive capability to prevent emergencies  

• Security 

While smart grid will result in these benefits to nation-wide 
utility services, it will also allow the flexibility necessary to 
allow operational standards, protocols, and best practices to 
be adopted and implemented to meet unique local 
circumstances and needs.  For example, not all smart grid 
customers will be starting from the same point.  Many of 
them will be at different implementation points, will have 
different drivers, paths, and deployment rates as well as 
varying current technology sub-systems.  Likewise, it is not 
necessary for smart grid to have identical technological 
capabilities nation-wide.  Availability of some technologies 
(e.g., CAD, GIS mapping) will be determined based on local 
circumstances and needs.  Where this paper refers to 
accepted standards and best practices, the intent is to refer to 
accepted standards and best practices employed by the 
supporting jurisdiction.  It is expected that a variation in 
operational and technical practices and capabilities will exist 
across jurisdictions and smart grid will allow for the 
flexibility of integrating these various solutions via 
providing interface requirements and standards. 

To fully achieve the benefits of smart grid, different 
applications, systems, and components need to interpret 
business semantics in a common way so that data can be 
exchanged and shared, and business intelligent activities can 
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be carried out. The purpose of the information architecture 
is to provide a common data and information definition that 
can be used throughout the smart grid system.  The 
definition must support both integration and business 
intelligence.  In addition, such a definition can be leveraged 
to enforce data integrity and business rules at the business 
service level. 

3.1. Smart Grid Information Model 
The smart grid information model makes use of the 
capabilities of Semantic Web technology to make the model 
modular and extensible. Concepts important to all model 
users are captured in the base model. This base model will 
be extended in stages, with each stage adding detail useful 
for a particular constituency and each extension narrowing 
the scope of applicability to a more specialized 
constituency. Extended models explicitly include models 
upon which they depend and are the contextual models used 
by various applications. 

The information model draws heavily from CIM and other 
industry standards and allows mappings between concepts 
from different existing schemas or systems to be captured 
explicitly as part of the model. The approach also facilitates 
the intersection of multiple domains such as electrical 
distribution and communication devices since a contextual 
model at this intersection can import models at the correct 
level of granularity from both domains. As some standards 
are currently captured in UML, we will attempt to highlight 
similarities with and differences between UML models and 
ontologies in OWL or RDF/RDFS. RDF and RDFS do not 
have the same expressivity as UML. For example, 
cardinality restrictions are not possible as part of property 
definition in RDF/RDFS. Even with the expressive 
capability of OWL, direct translation between UML and 
OWL is not necessarily possible, especially if one desires to 
remain in OWL-DL [11].  

Critical to successful capture of large, distributed models is 
the concept of an XML namespace [12]. Concept names 
need only be unique within a single namespace, allowing 
the same name to be used with different meanings or 
different names to be used for the same concept in different 
namespaces. For example, suppose that two models, the first 
in namespace ns1 and the second in namespace ns2, define 
Node and ConnectivityNode, respectively, to mean exactly 
the same thing. Then we can say in OWL that ns1:Node is 
equivalent to ns2:ConnectivityNode. Similar constructs 
allow us to state that two classes are disjoint or that 
individual instances of things are known to be the same or 
are known to be different. This expressivity of OWL allows 
a formalization of the mapping from the concepts of one 
standard or system to those of another. 

Using namespaces to identify sub models, OWL makes it 
easy to take an existing model and extend it for a specific 

purpose. For example, a core upper-level model of electrical 
distribution grids might be extended with additional 
concepts suitable for detailed network connectivity analysis. 
To do this, the more detailed model need only “import” the 
core upper-level model. A second model might import the 
same core model and extend it to support business decision 
processes.  OWL permits explicit capture of version 
dependencies for imported models, making the model 
extension more robust than similar concepts in procedural 
languages such as Java. 

As highlighted above, the purpose of the smart grid 
information model is to achieve the semantic consistency 
between applications and systems. Some concept definitions 
will be governed by business semantics while others will be 
governed by engineering and scientific principles. The smart 
grid information model captures both, combining in a 
modular and compatible way business concepts, equipment 
behaviors and structures, relationships, and rules.  Existing 
industry standards such as CIM provide a starting point for 
smart grid conceptual models, but other concepts will be 
found to be important as the varying views of different 
stakeholders and different existing applications become part 
of the supported community. OWL permits these various 
extensions to be made without impacting either the shared 
core models or the other extension models. 

Modularity and extensibility with formal mapping will 
enable development of different kinds of models while 
maintaining a shared semantics between them. We consider 
two kinds of models in more detail and then look at the 
implications of semantics for messages in a messaging 
environment. 

Contextual Models 

Information exchange is often seen in a particular business 
context that may represent a business process or a portion of 
a business process. The information exchanged in such a 
context will be at a particular level of granularity. For 
example, some contexts may not need as much detail as 
other contexts. A particular contextual model can import a 
model of the appropriate granularity. While the semantics of 
the model subset is consistent with the overall information 
model, the context may also have tighter restrictions on 
certain concepts (i.e. to convey business rules and data 
integrity existing in the applied business context) and so 
may need its own extensions. Contextual models can be 
seen as extensions of shared smart grid models using the 
OWL import capability described above. Applications that 
operate in a restricted context will utilize these context 
specific extension models, which in turn will build on 
concepts shared with other contexts. The concept of 
contextual models is well accepted and adopted by standard 
bodies like UN/CEFACT [13] and IEC [2, 3]. However, 
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implementation of contextual models in an ontological 
modeling environment may take a somewhat different form. 

Implementation Model 

Information models represented in UML are usually 
translated into a procedural language such as C++ or Java to 
become executable. The resulting code may be termed an 
implementation model. In contrast, an ontological model in 
OWL is usually loaded directly into a reasoner for 
computation. The addition of rules (SWRL) can further 
enhance the fidelity of an OWL model whereas such logic is 
normally added to a UML-derived model by adding 
additional code and/or by interfacing with a separate rule 
engine. Translation of OWL models into “compiled code” 
may be necessary for particular models used for particular 
purposes that may require enhanced performance, but means 
of performance enhancement other than translation, such as 
restricting the scope of the model or the kinds of reasoning 
performed, are generally preferable.  

Models of physical equipment that operate at a fine-grained 
level of detail may lead to considerably more complexity 
than may be needed in other contexts such as business 
intelligence. As described above, the additional complexity 
needed at the physical level is added by extending shared 
models with additional semantic detail. Because the detailed 
model is based on the shared model, results from low-level 
model computations may be captured in higher-level 
constructs that can be immediately meaningful in other 
contexts that share the imported semantics. 

Message Instances 

Message instances are the actual data exchanged between 
applications or systems. When elements of a message are 
specified in terms of the concepts of a semantic model, the 
meaning encoded in a message by the sender becomes 
decipherable by a receiver. A message can be meaningfully 
exchanged between parties that share a model at some level 
of specificity as described above. Currently the standard for 
message format is XML conforming to a particular XML 
schema. However, the use of ontologies enables a more 
flexible messaging capability. 

Generally speaking, two message categories are identified 
within the scope of smart grid. 

Document-Oriented Messages 

Document-oriented messages are designed for a specific 
business topic based on the smart grid information model. 
Business topics usually reflect a particular data exchange 
within business processes. For example, a trouble call ticket 
is generated when an outage is identified and needs to be 
fixed. The trouble call ticket contains all related 
information, which may involve multiple instances of 
business concepts and their relationships. Another example 

is meter-reading data, which represents meter data and 
reading type for a particular timeframe. A document-
oriented message contains multiple instances of business 
concepts and the relationships between them related to a 
business topic. A document-oriented message uses the 
semantic concepts from a particular contextual model but 
may impose additional schematic or structural requirements 
upon the message. XML schema is one way of specifying 
these additional requirements. 

Using meter reading as an example, Figure 1 (next page) 
illustrates how a document-oriented message is represented 
based on the smart grid information model. All classes and 
relationships are referenced from the smart grid information 
model, which together provide a view of meter reading 
messages. 

The structural requirements of a document-oriented message 
can be specified in many ways depending on the 
implementation technologies. Using XML Schema as an 
example, the meter reading messages are represented as 
shown in Figure 2 (next page). 

It is important to notice that business concept instances are 
explicitly represented with corresponding classes and 
relationships. In the implementation model, the business 
class and relationship names are used as tags to provide 
meaning for meter reading data.  

Document-oriented messages are defined during the design 
phase.  Their creation is informed by the relevant business 
topic, related business concepts and their relationships. The 
smart grid information model provides the metadata tags to 
design document-oriented message schemas.  

Object-Oriented Messages 

The smart grid information model provides an 
implementation-independent view of grid planning, 
operation, control, and management. With the smart grid 
model, it is possible for applications to access the 
information based on definitions of business concepts and 
be independent of application implementation details. This 
capability is implicit in the choice of OWL/RDF as the 
semantic modeling language. A model, including the 
instance data of a particular realization of a conceptual 
model, is a mathematical graph. Almost any desired sub-
graph of the overall graph (model) can be extracted by 
matching a graph pattern specified in a graph query 
language. SPARQL is a W3C graph query language 
appropriate for sub-graph extraction [14].  

SPARQL is to models expressed in OWL/RDF as SQL is to 
information stored in a relational database. Like SQL, 
SPARQL allows information to be retrieved from a model 
as a table of data—named columns with rows of 
information, each row representing one data set matching 
the query. The results of such a query might be formatted in 
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XML conforming to a particular XML schema. However, 
SPARQL also allows data to be returned as a graph. This is 
significant because the form of the data returned is. in this 
case. exactly the same form as the larger graph from which 
the data was extracted. This means that the formats for 
serialization will also be the same, e.g., RDF/XML, N-
triple, etc. In other words, one can ask a question of an 

OWL model and get the answer back as an OWL model, 
albeit a potentially much smaller and more concise model 
for the desired purpose.  

Such a query result is an object-oriented message. OWL 
graphs serve as object-oriented messages not just in 
response to model queries but also for transmission of 

 
Figure 1: An Example Meter Reading Contextual Model for a Document Oriented Message 

 
Figure 2: Example Meter Reading XML Schema 
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semantic information as messages between any sender and 
receiver. These messages can be used to: 

1. Access model definition (meta-data) 

2. Navigate a smart grid information model graph 

3. Access business data 

4. Update business data 

Object-oriented messages are more dynamic than document-
oriented messages since they provide flexibility to access 
and update business data based on the definitions of the 
semantic model. Extensions of to a base model or contextual 
model are immediately reflected in the legitimate content of 
object-oriented messages. 

Information exchange, model query, and data and model 
maintenance are important parts of smart grid information 
management. These are well-supported by semantic 
technology. However, a well-defined semantic model has 
even more to offer. Semantic models captured in OWL can 
support rule-based intelligence on top of the logical 
inference implicit in the formal model, e.g.., inheritance. 
This rule-based intelligence can address model validation, 
regulatory compliance, model interaction, discovery of 
correlations between information objects, and business 
strategy. In the context of the eight-layer stack of the 
Gridwise Architecture Council (GWAC) [4], the use of 
semantic models enables implementations to move up from 
syntactic interoperability (layer 3, achievable with 
XML/XSD) to semantic understanding (layer 4) and above, 
which requires formal, logic-based models and the 
expression of rules in terms of model concepts. 

3.2. The Semantic Application Design Language 
(SADL) 

Semantic technology is still very young and the available 
tools are largely geared towards the ontologist rather than 
the SME. This is analogous to the early days of word 
processing when authoring software required a high degree 
of knowledge about and awareness of the formatting tags. 
(Who still learns to use LaTeX?) Recognizing the potential 
but aware that its realization would require the equivalent of 
WYSIWYG (What You See Is What You Get) authoring 
environments, we determined to try an experiment. 
Carefully choosing English-like phraseology to represent 
OWL constructs, we created a language called the Semantic 
Application Design Language (SADL) [15]. We used the 
Eclipse IDE Meta-Tooling Project (IMP) [16] both to define 
the language and to create an integrated development 
environment (IDE) for authoring documents (models) in the 
language. The IDE does token colorization by concept type 
(class, property, instance, etc.), shows error markers with 
explanation where an illegal or unrecognized phrasing is 
used, and is capable of much more including hyper linking 

concepts to their definitions, folding, phrase completion 
proposals, etc.  

Once we had a functioning prototype, our litmus test was to 
build a small model in a domain and then put the model 
represented in the SADL language in front of a SME. If the 
expert asked what something meant we had failed, but if the 
expert immediately started talking about the model—
whether it was correct in this point, should be extended in 
that area, etc.—without even thinking about the 
representation itself—we claimed some level of success. 
The results were promising and so SADL has evolved to be 
more complete with better editing support. Most of the 
functionality of SADL is released to Open Source as a 
project on SourceForge [15]. 

SADL supports all of the important constructs of RDF, 
RDFS, and OWL, including modularity. A SADL model 
can import and extend other models written in SADL or 
directly in OWL. Each model has its own namespace, and 
names need only be unique within that namespace. Rules 
are expressed in terms of defined concepts and use a 
formula-like syntax that is then converted to the esoteric 
expressions of SWRL or Jena rules. Figure 3 shows a 
simple SADL model defining some common shapes and a 
rule for computing the area of a rectangle. 

Figure 4 shows the definition of ConductionEquipment, 
extracted from CIM, in the SADL language. We have added 
a Boolean property called isolationCompliance to 
ConductionEquipment to simplify the conclusions of the 
three rules shown in Figure 5.  

ConductingEquipment is a type of Equipment,  
   described by fromConnect with values of type Terminal, 
   described by toConnect with values of type Terminal, 
   described by isolationCompliance with a single value of type 
 
Figure 4: SADL definition of ConductingEquipment 
with added property isolationCompliance 

uri "http://sadl.imp/shapes" version "$Revision: 1.2 $ Last 
modified on $Date: 2009/03/06 14:37:54 $". 
 
Shape is a top-level class, described by area with values of type 
float. 
   
Rectangle is a type of Shape, described by height with values of 
type float, described by width with values of type float. 
 
Rule AreaOfRectangle 
  given 
    x is any Rectangle 
  then 
    area of x = height of x * width of x . 
 
Figure 3: Small Example of SADL 
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These rules use concepts imported from an extract of the 
CIM RDF model. The first rule defines the requirements for 
compliance while the following two rules define specific 
cases of non-compliance. 

One way to illustrate the reason that SADL was developed 
is to compare the first rule of Figure 5 with the Jena Rule 
syntax into which it is converted. Note that this is very 
similar to SWRL syntax. The converted rule is shown in 
Figure 6. 

While SADL was first conceived less than two years ago, it 
has already found its way into use both in a GE business as 
a tool for capturing engineering models for equipment 
maintenance requirements and into research projects as a 
way of formally capturing the important concepts  of the 
research domain. Experience has shown that SADL is 
surprisingly scalable. SMEs are currently building and 
maintaining applications with hundreds of concepts and tens 
of thousands of rules. However, the complexity of models 
and the size of data sets for the smart grid will certainly 
challenge both SADL and semantic technology in general. 
We look forward to identifying and researching solutions to 
the pressure points as the semantically enabled smart grid 
transitions from thought to practice. 

4. CONCLUSION 
In this paper we highlight information modeling and 
semantic web technologies in a smart grid context.  We also 
introduce next generation capabilities that can be added 
once a semantic information model is added to the mix.  
Semantic web technology not only allows for smart grid 
software system interoperability, it also allows for next 
generation capabilities not possible given typical 
document/schema centric approaches.  SADL allows non-
technical users, those with depth in the grid domain, to more 
easily become part of the modeling team and to understand 
the models created.  In addition, SADL provides domain 
users with the ability to develop and test new smart grid 
analytics without the use of programming languages or 
information technology resources.  While this capability is 
attractive, model governance and process management 
become an evermore-important element of the smart grid. 
SADL and the SADL-IDE in Eclipse provide tight 
integration of version control in systems such as CVS and 
SVN. 
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Abstract 

The paper introduces an interoperability concept called 
“Instrumentation of Semantic Models”. The idea is to 
minimize number of strongly-typed interfaces in utility 
domain as much as possible. The paper also provides a 
vision of Smart Grid platform and provides details around 
the instrumentation concept. 

1. INTRODUCTION 
The need for numerous interoperability standards is widely 
recognized as part of latest smart grid initiative. Most of the 
new standards are expected to belong to category of 
“strongly-typed interfaces”, meaning strict naming and 
format definitions. The development of such fundamentally 
sound and strongly-typed standard interfaces takes time. 
The main idea of the paper is to propose instrumentation of 
semantic Layer, that would achieve sooner the ultimately 
objective and that is ability to exchange data between 
different components in a standard way. 
 
Typical steps in standard end-point development and 
integration projects in general, include the following: 
 Process and Data Usage analysis 
 Semantic Layer Modeling 

o Common Enterprise or Interoperability Models 
o Integration Modeling of specific end points 

(message payloads, staging areas, Web Services) 
 Define / generate syntax of end points 
 End point Implementation 

The proposed concept would achieve two objectives: 
 Buy time required to develop standard strongly-typed 

end-points 
 Eliminate a need for strongly typed end-points where 

unnecessary. 

The concept effectively combines two approaches: 
 Top-down approach where all interoperability decisions 

are made at semantic layer 
 Bottom-up approach where existing and newly standard 

strongly typed interfaces are leveraged 

The paper formulates the idea and provides details of top-
down and bottom-up approaches in the context of semantic 
modeling. 
In order to better understand interoperability challenges, the 
utility industry is facing, a vision of Smart Grid platform is 
also presented along with role of interoperability and 
industry standards. 

2. SOME BACKGROUND 

The Smart Grid architectural drivers and requirements are 
leading towards highly modular component-based multi-tier 
eXtreme Transaction Processing (XTP) platform similar to 
the one presented in Figure-1.  
While it is true that the next generation platform and related 
design concept for Smart Grid have been subject to 
extensive research, it is also true that the key building 
blocks for such platform are commercially available today. 
The next section describes briefly platform for the next 
generation smart grid systems and speculates briefly about 
new generation of advanced network applications.  

2.1. Smart Grid Platform 

The smart grid platform could be defined as: 
 “The Smart Grid energy platform is seen as a high-
performance, highly distributed operational data 
management infrastructure that encompasses hierarchically 
clustered gateways / agents with distributed memory 
resident data sources to provide very low-latency, 
predictable, high-throughput data sharing and event 
distribution. The platform is envisioned as dynamic massive 
server networks (dynamic grid), massive distributed and 
replicated memory spaces, use of event-based internal 
architecture for intra-systems communications (EDA and 
CEP inside) and use of an extensible modularity of platform 
technology (SOA inside).”  

November 17-19, 2009 - Denver, CO Grid-Interop 2009 187



 

 

Figure 1 – Conceptual View of a Smart Grid Platform 
The communication infrastructure and the next generation 
platform will make much more data available in terms of 
volume and frequency as well as timing consistency. This 
presents opportunities to build solutions that would leverage 
more accurate information. For example, SCADA typically 
polls each substation for data once every 2–4 seconds so the 
control center’s picture of the operational state of the power 
grid is not actually the latest and most accurate. 
Consequently, when power grid is undergoing disruptive 
events, SCADA’s limitations may contribute to lack of 
situational awareness by operators in neighboring control 
areas and precludes better coordinated responses to crises. 
The next generation platform should manage data 
synchronized using GPS-based time synchronization. A 
good example is the Synchrophasors’ measurements 
provided multiple times per second (and even per AC 
cycle). The synchronized data presents a great potential to 
improve overall monitoring and control via new generation 
of applications. This approach requires much greater 
communication bandwidth, lower latency than SCADA 
systems provide as well as ability to make the synchronized 
information available to potential consumers with required 
QoS. The common semantic model will be required to 
enable seamless interoperability. 

2.2. Advanced Network Applications 

One of the key factors for the success of the solution of 
tomorrow is the development and incorporation of new 
advanced network analysis algorithms and applications. For 

real- time calculations, different concepts and approaches 
are needed to speed up the ability to solve large series of 
power flows within a reasonable time frame. Once 
synchronized data are continuously available in real-time, 
network applications would be able to calculate true state 
even during turbulences as well as some pre-fault and post-
fault states. 

3. ROLE OF INTEROPERABILITY AND 

STANDARDS  

Almost every new generation system or application will be 
required to interact with other systems and exchange data 
with various data providers and consumers. Therefore 
interoperability readiness and CIM/Smart Grid related 
standards are going to be extremely important. New 
solutions for energy Systems will leverage existing as well 
as new industry standards. IEC is the most important 
Standards Development Organization (SDO) for Smart Grid 
and utility domain in general.  
Interoperability in this context, related to distributed 
systems, is defined with the following common factors:  
 Exchange of meaningful, actionable information 

between two or more systems across organizational 
boundaries,  

 A shared meaning of the exchanged information,  
 An agreed expectation for the response to the 

information exchange,  
 Requisite quality of service in information exchange: 

reliability, fidelity, security  
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These interoperability factors are necessary prerequisites to:  
 Enhance the future grid’s reliability, interoperability 

and extreme event protection for an increasingly 
complex system operation. 

 Increase transmission transfer capabilities and power 
flow control. 

 Use efficient, cost-effective, environmentally sound 
energy supply and demand. 

 Maximize asset use. 

In order to achieve required level of interoperability more 
effective approach in standard development and adoption is 
becoming critical. 

3.1. Interoperability meaning diagram 

Figure 2 uses interoperability meaning diagram from [1] to 
illustrate instrumentation of semantic models. The key 
interoperability elementary notions that we will use to 
describe the instrumentation are: “Common Semantic 
Model”, “Business Entity”, and “Concrete Component”. 
The diagram implies possibility of bypassing 
Interoperability Artifact creation (in this context e.g. strict 
XSD or WSDL representation) and creates directly a 
concrete component that would handle interoperability by 
itself making strongly typed interfaces unnecessary. The 
wire representation such as XSD or WSDL may still exist 
however with a non-binding format enforcing the semantic 
compliance as the only binding requirement.  

Figure 3 – Instrumentation of Semantic Model 
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Figure 2: Instrumentation of Semantic Models (CSM and 

BE) in the Interoperability Meaning Diagram 

4. INSTRUMENTATION OF SEMANTIC LAYER 

Plug-and-play functionality for end-points assumes absolute 
syntactic precision (format and structure of all data elements 
are precisely defined). The basic idea behind semantic 
instrumentation is to: 
 “Make all interoperability decision at semantic layer, 
automate implementation and make end-point syntax design 
transparent”  
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The diagram on Figure 3, suggests that interoperability is a 
no issue as long as sender/provider, receiver/consumer and 
intermediary (ESB) have “instrumented” the semantically 
compliant CSMs. It is much easier to reach agreement 
across industry vendors and customers at semantic level. 

4.1. Top vs. Bottom Up Modeling 

Figure 5 – Top-Down versus Bottom-up modeling 

Figure 5 illustrates numerous ways of handling CSM 
activities, starting from CSM (top-down) or from a standard 
interface (bottom-up). Either way, the process will always 
result in semantically precise and consistent CSM. The 
resulting CSM and/or related business entities (context 
models) can be instrumented as described above. Note that 
all strongly-typed interfaces will be respected and 
semantically “processed” as indicated in Figures 4 and 5. 

 

5. CONCLUSION 

An approach for instrumentation of semantic models is 
proposed and discussed along with corresponding 
interoperability meaning diagram. A vision for a smart grid 
platform is also provided to provide a technology context 
around interoperability and role of common semantic 
model. The proposed instrumentation of semantic models 

should encourage product suppliers to develop means 
(services and tools) for such instrumentation.  This paper 
complements [1]. Both papers recommend focusing more on 
standardization of semantic models rather than interfaces 
and messages.  
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"Make everything as simple as possible, but not 
simpler." - Albert Einstein1 

Abstract 

The smart grid w ill rely u pon the ability to mo derate 
consumption through ma rket-based pri cing a nd lo ad-
reduction signaling. This requires that pricing and reliability 
signals be distributed securely and in near real-time to very 
large numbers of auto mation systems in homes, building 
and industries of all types, distributed over a wide 
geographical area through a wide variety of existing 
network infrastructures.  

Communications of this m agnitude represents a significant 
challenge requiring compute and networking resources 
normally associated with large cor porate data centers. This 
paper proposes that cloud computing t echnology ha s the 
functionality needed to provide the security, interoperability 
and performance required for large-scale s mart gr id 
applications at a significantly less cost than traditional data 
centers.  

This  paper  will  review  and  analyze  the  benefits  and  
limitations of sev eral n etworking architectural patterns in 
use by c loud computing p roviders. These patt erns w ill be 
presented in the context of customer interactions and 
providing a consistent flow of actionable dynamic pric ing 
information, along with reliability and curtailment signals, 
from ISO/RTO’s (Independent Service Operators/Regional 
Transmission Organizations) through utilities and 
aggregators to residential, commercial and industrial 
consumers. 

1. OVERVIEW 
Smart grid is a National imperative [1] to upgrade and 
expand the electrical in frastructure in orde r to reliably and 
securely deliver power from a variety of fixed and variable 
energy s ources to existing and new customers such as 
electric vehicles. The driver behind this effort is the n eed, 
supported by Congress, to pr otect National security b y 
becoming less dependent upon foreign energy sources. This 

                                                
1 http://www.quotedb.com/quotes/1360 

represents a challenge due to the real-time nature of 
electrical energy. The power grid must be m aintained in a 
delicate balance with the energy supplied equaling the 
energy demand at all times. Today, the existing grid relies 
upon excess standby generation capacity to meet the 
requirement for reliable power delivery. And when it can’t, 
the result is a blackout. In addition to s tandby capacity, the 
smart grid will rely u pon distributed generation, future 
energy s torage, advanced forecasting and the ability t o 
moderate consumption through dynamic pricing and 
demand response load-reduction signaling based on market 
and grid conditions. Cloud networking technology can be 
applied throughout the electricity supply chain from 
monitoring distributed generation to p roviding customers 
with r eal-time information. This paper will focus on cloud 
networking as a technology to enable smart grid customers 
to m ake better energy decisions by providing “pric es to 
people and devices”. 

2. "PRICES TO PEOPLE AND DEVICES"2 
Energy pricing information, along with reliability and 
curtailment signals, form a supply chain from the regional 
ISO/RTO wholesale markets through local utility an d 
aggregator retail markets to residential, commercial and 
industrial consumers and the devices residing within homes, 
buildings and industrial sites. This end-to-end pricing 
system starts with wholesale location-based marginal price 
feeds from ISO/RTOs that flow th rough utilities (and 
potentially a ggregators) with retail price conversion. The 
retail pricing is then fed to consumer Energy Service 
Interfaces (E SI) [2] for monitoring and control. The price 
feed is co nverted at the ES I i nto a form compatible with 
end-use devices and appliances. Interoperability d ecisions 
are required at each level of the GridWise Architecture 
Council (GWAC) Int eroperability Stack [3] as the pr icing 
information flows from source to de stination. This pape r 
focuses on technical interoperability at the GWAC 
Technical Connectivity layers. 

                                                
2 This term originated with GridWise Architecture Council 
members Dr. Lynn Kiesling and Alison Silverstein. 
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3. TECHNOLOGY CHALLENGES 
Wholesale p ricing i nformation is currently available f rom 
ISO’s (i.e. New England ISO 3, Midwest I SO4, New York 
ISO5) as 5-minute location-based marginal price (LMP) 
values. Each LMP price is associated with a specific 
geographical location code and the semantics of the LMP 
values can vary between ISOs and RTOs. The 5-min LMP 
may represent th e w holesale en ergy price for the l ast 5-
minute period or for the next 5-min period.  

This information must be filtered and transformed into 
actionable pricing data for large-numbers of customers. 
High performance, low-latency communications of this 
magnitude on a wide-area scale represents a significant 
challenge requiring compute and networking resources 
normally associated with large corporate data centers.  

4. APPLICATION REQUIREMENTS 
Some relevant application requirements that stand out 
include:  

 The need to use standard data models and 
communication encoding technologies. 

 The need to be co mpatible with as many relevant 
standards as practical. 

 The need to be co mpatible w ith the e xisting Internet 
and broadband infrastructure. 

 The need to scale quickly and economically. 

 The need to p rovide access and cyber security th at is 
compatible with existing firewalls. 

 The need to provide low-latency communications. 

 The need to provide highly available communications. 

 The need to pro vide r apid time-to-market alo ng with 
acceptable costs. 

5. TIMELINESS AND SCALABILITY 
Of all variables that determine how and when data needs to 
be transferred and consumed, "time" is arguably th e most 
important.   

Within the con text of communicating dynamic p ricing and 
demand response information from the wholesale markets to 
the retail markets, the following characteristics must be 
considered:  

 When does the information change? 

                                                
3 http://www.iso-ne.com/ 
4 http://www.midwestiso.org 
5 http://www.nyiso.com 
 

 When is the information received?  

 How long is the information valid, accurate and useful?  

 Is there enough time to act upon that information before 
it becomes of historical interest? 

 How mu ch effort is needed to g et the inf ormation 
distributed in time to do something with it? 

In the " prices to people a nd devices" application scenario, 
every five minutes pricing data needs to: 

 flow from the balancing authority's wholesale price data 
store to the utilities or “load-serving entity”, 

 be transformed into retail prices, 

 flow from the utilities to aggregators, 

 be transformed into consumer prices, 

 flow from the aggregator (or utilities) to all consumers 
through the Energy Services Interface and 

 be t ransformed into d evice s ignals that can be vi ewed 
and perform actions.  

This results in two, three or more distinct data transfers. The 
sooner the data arrives at the customer’s Energy Ser vices 
Interface, the more t ime is available to p erform beneficial 
control actions.   

One ge neral ru le-of-thumb is to al low 1 0% of the time 
interval to be used for data transfer latency leaving 90% of 
the time interval available for performing actions. A change 
will then be detected at th e ESI with 90% of the time still 
available unti l the next update. Using th is ru le, a n hourly 
change requires a 6 min maximum latency, a 10 min change 
requires a 1 minute latency and a 5 min change requires a 30 
sec.  latency.   For  two  data  transfers,  15  second  maximum  
latency per transfer is required and, for three data transfers, 
10 second maximum latency is required. 

The transfers between the wholesale m arket, utilities and 
aggregators involve relatively s mall n umbers of me ssages 
but sending dynamic pricing data to 100 ,000 (or 1,000,000) 
consumers means that 100,000 (to 1,000,000) messages 
need  to  be  sent  in  under  10  seconds.  Scalability  and  
performance at t his magnitude requires special attention to 
system architecture. 

6. SYSTEM ARCHITECTURAL CONCEPTS 

6.1. Separation of Concerns 
A layered communication stack provides separation 
between the distinct functions that must be performed. This 
permits different behaviors to be injected into the layers of 
the stack without impacting other layers. Independent layers 
thus p rovide a high degree o f flexibility and permit a 
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communications stack to adapt to change by 
accommodating alternate behavior and functionality. 

Using  this  layered  stack  approach,  the  "what"  that  is  
transmitted can be separated from the "how" it is 
transmitted. This permits new innovations in the w ay that 
the information is transmitted while preserving what is 
transmitted. The cell phone and Internet industries have 
clearly demonstrated the benefits of this app roach. HTML 
and voice payloads are transmitted through an ever 
broadening array of transport technologies while at the same 
time preserving the semantics and structure of the 
information transferred.  

The GWAC Stack clearly d ifferentiates these layers. A 
high-degree of systems interoperability ca n be achieved 
through the al ignment of inf ormation at the semantic and 
syntactic le vels (GW AC Stack Level 3-4) w hile e nabling 
innovation at the technical connectivity la yers (GWAC 
Stack Level 1-2).  

Advanced communications technology c an be utilized to 
transport standardized semantic information models in 
standardized syntactical formats thus achieving 
interoperability w hile si multaneously supporting emerging 
communication technology. This will be a normal smart 
grid scenario moving forward. While an argument can be 
made that this prevents true plug and play interoperability, it 
still red uces the "distance to inte grate" [3] to low-cost 
systems integration at the technical communications 
transport level. 

6.2. Informational Semantic and Syntactic 
Interoperability 

The NIST Interoperability Framework V1.0 Priority Action 
Plans [2] are addressing the need for a standardized dynamic 
pricing information model with standard data encoding. 
This will be the information model and data format used to 
transfer pricing an d event information between systems on 
the smart grid. Th ese standards ar e in the pr ocess of being 
developed and should take into consideration the following: 
1) XML (Extensible Markup Language) is a standard 
modern data encoding technology that is well supported by 
all viable so ftware sy stems, including emb edded systems 
and 2) web service interfaces developed to t ransport these 
XML documents should provide a messaging-style (or 
Document/Literal) SOAP interface as opposed to an 
RPC/Encoded-style interface. The issue that remains then is 
how this information should be communicated at scale.  

6.3. Technical Communication Patterns and 
Interoperability 

Communication patterns involve the concepts of "pull" and 
"push" d ata transfer. The benefits and tr adeoffs associated 
with these two p atterns determine w hen they s hould be 
applied to an application.  

Pull communications is data transfer initiated by the 
receiver of the data and is often referred to as 
request/response. The receiver sends a request to the sender 
(potentially i n the form of a Uniform Resource Locator or 
URL)  and  the  sender  responds  with  data,  or  an  error  
message if th e request could n ot be s atisfied. This pattern 
creates a time skew unless the receiver knows when the data 
is available and therefore when to request an update. This 
time skew is of little impact if the data is slow-changing and 
the client does not r equest updates often. This is the case 
with "normal" web browsing. The pull pattern provides 
good error detection, failures are detected within a timeout 
window and interactions are simple. Ask for something, get 
something. A lot of mileage has been traveled with this very 
basic pattern. Problems arise however when you want to be 
notified when data changes. This r equires polling often but 
usually  getting  the  same  response.  One  work  around  is  to  
use a low -impact and e fficient "change flag" to signal that 
the data has changed and to "come get it!". Even this 
approach becomes very inefficient as the number of requests 
increase and the time between polls decreases.  

"Push" communications represents data transfer initiated by 
the sender of the data and is referred to as publish/subscribe. 
The r eceiver subscribes t o the data and the publisher sends 
that data when changes occur, or a t ime in terval elapses. A 
typical example is the s tock market. Data changes when it 
wants to, not when you want it to . Nothing happens, until 
something happe ns. Would it make se nse to constantly 
pickup a phone to see if someone is calling you or is it better 
and more efficient to wait for the phone to ring? 

7. POTENTIAL TECHNOLOGY SOLUTIONS 

7.1. Advanced Metering Infrastructure (AMI) 
Some newer smart meters have the capability of distributing 
limited pricing information and demand response signals to 
residential customers. Deployments of these meters are 
already underway by so me utili ties. Many existing smart 
meters were installed for the purposes of remote disconnect 
and meter reading and were not designed to provide 
advanced functionality such as pricing and demand response 
signaling. In addition, AMI communication channels are 
often bandwidth lim ited an d meters a re c ostly to s upport, 
upgrade and maintain. Embedded devices differ from 
general purpose computing systems in that they are purpose-
built to b e r ugged and stable o ver a long lif etime. This 
differs from general purpose computing which is lower cost, 
has a shorter lifetime but can easily ch ange and adapt. A 
natural migration of technology occurs from general 
purpose devic es to spec ial purpose dev ices as technology 
matures and stabilizes.  

Many high-end residential, buildings and industrial facilities 
already have Internet connectivity that can be leveraged and 
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used for interaction with smart grid dynamic prici ng and 
demand response signaling. 

In these situ ations, alte rnative so lutions, suc h as Internet 
connectivity, should be analyzed and evaluated.  

7.2. Enterprise Integration Patterns and Protocols 
Within enterprises, the use of "Service Bus" middleware 
(i.e. Enterprise Service Bus or ESB) integrating application 
services using service-oriented architectural (SOA) patterns 
is commonplace. [4][5][6] This approach is being widely 
adopted by utili ties as they upgrade the ir information 
technology in frastructure to integrate n ewer smart grid 
functionality. Service buses provide the messaging "glue" 
that permits a service to f ind and efficiently use other 
services through a directory or registry structure. 
Performance and security a re both top priorities. ESB's 
provide both pull an d push data transfer with low-latency 
along with integrated access security covering 
authentication, autho rization, privacy, integrity and n on-
repudiation using public and private key technology. 
Publish/subscribe no tifications us e "push" technology f or 
performance and scalability. 

7.3. Internet Patterns and Protocols 
Outside the enterprise, the Internet and WWW provide a 
great platform to dis tribute i nformation on a global scale 
using standard request/response “pull” web protocols such 
as HTTP (Hypertext Transfer Protocol) with HTML 
(Hypertext Markup Language), SOAP (originally Simpl e 
Object Access Protocol) web services and REST 
(Representational State Transfer) web services. Google and 
other web data appear to be very comprehensive and covers 
almost everything. But the data is updated slowly and much 
of the data becomes obsolete and "rots on the vine" waiting 
for an Internet “crawler” to visit and update the data using a 
“pull” pattern. These technologies were designed to a llow 
asynchronous access to data when a user desires that data, 
not when the data actually changed.  

RSS/Atom syndication protocols were developed to provide 
this notification capability and a llow users to s ubscribe t o 
data  content  such  as  news  feeds  and  blogs.  The  Atom  
provides a generalized XML metadata container that enables 
diverse content to be transferred between systems in a 
standard way. It's widely used and well-designed.  

A major limitation to these syndication protocols is that they 
actually use a pull me chanism i nternally to po ll for data 
changes every hour or so.  Different clients receive changes 
at dif ferent time s. Satisfactory results ca n be ob tained if 
changes occur slowly a nd timing jitter doesn't have any 
affect on the s ystem but polling doesn't scale to la rge 
numbers  of  users  or  to  data  that  changes  fast.  Why  is  this  
required? Why ca n't scalable push technology b e used? 
Unfortunately, the need for tight Internet security has locked 

down firewalls.  For very good reason, most firewalls don't 
allow any inbound ports to be open and only allow limited 
outbound ports to be open.   

The o ther problem is a limited IPv4 (Internet Protocol 
version 4) address space that requires network address 
translation (NATs). The use of NATs impedes direct IP 
endpoint addressability which is n eeded for an external 
system to send a push notification to another system. These 
issues have impeded the ability t o use scalable push 
technology in the Internet. It should be no ted th at several 
attempts have been made to s tandardize publish/subscribe 
web service protocols (i.e. WS-Notification, WS-Eventing, 
WS-Events, WS-Event Notification) but none have reached 
critical mass due, in part, to the above limitations.  

In order to overcome these limitations, Internet technology 
companies have developed the concept of “messaging 
relays” in order to imp lement inst ant messaging and chat 
channels along with other peer-to-peer networking 
applications such as Skype, Napster and others. These 
services rely on outbound client connections to server 
resources and have proven to be scalable and performant. 

8. PROPOSED TECHNOLOGY SOLUTION 
Enterprise service buses provide th e push communications 
and performance needed but only wit hin a private network 
that interconnects systems within a protected corporate 
boundary. The Internet provides the very broad, global 
communication access needed but doesn’t provide standard 
push notification. Both have adopted similar security 
technology. Neither solution satisfies the re quirements f or 
delivering high-performance notifications on a global scale. 

It is proposed that: 

 The requirements for communicating and distributing 
dynamic pricing can be fulfilled by combining the open 
accessibility of Internet communications with the 
performance and low-latency of an Enterprise Service 
Bus based on a messaging-relay architecture. This is 
essentially a n Enterprise Service Bus in the Internet. 
One that can be a ccessed easily, widely an d s ecurely, 
paid for as used and expanded as needed. 

 The information transferred should utilize the standard 
Atom Syndication Format as it provides an ideal 
metadata container to host the NIST standard dynamic 
pricing and demand response information payloads. 

Microsoft . NET Se rvices B us6 cloud networking platform 
provides one implementation of this architecture and will be 
used as an illustrative example. The WCF (Windows 
Communication Foundation) [7] "event relay" channel 
provides peer-to-peer publish/subscribe connectivity 
                                                
6 http://www.microsoft.com/azure/servicebus.mspx 
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through a directory s tructure based on Uniform Resource 
Locators or URL's. This technology coupled with the 
Microsoft claims-based Access Control Service (ACS) 
provides a scalable infrastructure that can technically 
support the secure delivery of dynamic pricing information 
including 5-minute RTP (Real Time Pricing) from the 
wholesale markets to consumers as well as lo w-latency 
demand r esponse event notification. Feasibility p rototype 
results indicate that an average message propagation latency 
of under 3 seconds can be attained using publish/subscribe 
push messaging. [8] 

8.1. Interoperability 
Internet service bus technology is considered by m ost 
software vendors to be proprietary an d a competitive 
advantage. As such, the t echnology relies u pon vendor-
provided tools for integration into systems and products 
instead of using standards-based wire-protocols. The 
Microsoft “.NET Services” service bus supports 
interoperability by permitting applications to b e written in 
either a .NET language (i.e. C#, VB) or Java7. In either case, 
a service bus communication stack needs to be installed on 
all pl atforms. These are limitations typical of emerging 
communications technology. By se parating the messaging 
payload content from the messaging transport infrastructure, 
the impact of incorporating proprietary service bus 
technology on interoperability can be minimized resulting in 
a balance between standardization and innovation.  

8.2. Security 
Cyber-security a nd access security a re both very cr itical 
within a service-bus architecture. Cyber-security i ssues are 
outside the scope of this paper but it should be noted that all 
major providers of cloud-based computing resources are 
very active in implementing protection against cyber 
attacks. 

Access security must permit only c lients with proper 
credentials to access service bus resources on an as-needed 
and as-allowed basis. This includes providing user 
authentication and authorization along with message 
integrity and privacy. The Microsoft Access Control System 
(ACS) pr ovides access securi ty based upon a set of claims 
encoded using SAML (Security Assertion Markup 
Language) tokens encrypted using X.509 certificates and 
conforming to WS-Trust and other security standards. 
SAML pr ovides a standard mechanism for describing and 
transmitting security information. 

                                                
7 http://www.jdotnetservices.com/ 

8.3. Cost Analysis of “Leasing” an Internet Service Bus 
The following cost analysis uses costing information for the 
Microsoft .NET Services platform released by Microsoft.8 It 
only addresses costs associated with actual messaging. 

8.3.1. “Customer” Subscription Costs 
The costs associated with price subscription will vary 
depending upon the number of subscribers and the 
frequency of price updates. 

Number of 2KiloByte Messages Per Consumer: 365 
Days/Year * 24 H ours/Day * 12 Messages/Hour = 105120 
Messages/Year  

Message Cost Per Consumer: $0.15 * 10-5 * 105120 = 
$.1577/Year  

Bandwidth Cost Per Consumer: $0.15 outbound / GB * 2 
Kilobyte/Message * 10 -6 GB/Kilobyte * 105120 Mes sages 
= $0.0316/Year  

Total Cost Per Consumer = $0.1577/Year + $0.0316/Year = 
$0.1893/Year  

 Case #1: 10,000 consumers = $1893/Year 

 Case #2: 100,000 consumers = $18,930/Year 

 Case #2: 500,000 consumers = $94,650/Year 

 Case #2: 1,000,000 consumers = $189,300/Year 

8.3.2. “Utility” Publication Costs 
The costs associated with price publication will vary 
depending upon the number of pr icing signals that need to 
be published. This will be based on the geo-location 
mapping between wholesale regions/nodes and retail 
regions. Within a region, ISO/RTOs manage several 
thousand wholesale pri cing zones distributed over several 
utilities. For purposes of estimation, it is assumed that each 
utility will manage 1000 to 2000 retail pricing zones.  

Number of 2KiloByte Messages per Publisher: 365 
Days/Year * 24 H ours/Day * 12 Messages/Hour = 105120 
Messages/Year  

Message Cost Per Publisher: $0.15 * 10-5 * 105120 = 
$.1577/Year  

Bandwidth Cost Per Publisher: $0.15 o utbound / GB * 2 
Kilobyte/Message * 10 -6 GB/Kilobyte * 105120 Mes sages 
= $0.0316/Year  

Total Cost Per Publisher = $0.1577/Year + $0. 0316/Year = 
$0.1893/Year 

Case #1: 1000 publishers = $189/Year 

                                                
8 http://www.microsoft.com/azure/pricing.mspx 
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Case #2: 2000 publishers = $ 378/Year 

For comparison, these costs can be balanced against the 
capital and expense co sts of building and supporting a 
modern high-availability data center that provides the 
resources, connectivity a nd technology n eeded to provide 
the equivalent communications capability. 

9. CONCLUSIONS AND ACTIONS 
It is proposed that current cloud computing technology has 
the functionality needed to provide the security, 
interoperability and performance required for selected near-
real-time, large-scale smart grid applications at a 
significantly less cost than traditional data centers. T hese 
applications include the communications of dynamic pricing 
and demand response information.  

Approximately 60% of th e Nation's electrical system is 
serviced by ISOs/RTOs and most uti lize LMP (Locational 
Marginal Pr icing) real-time wh olesale pri cing.9 Over fifty 
percent (50%) of households have broadband Internet access 
and AT&T has committed to providing 100% coverage 
within 5 years.10 Given this widespread availability of LMP 
pricing along with large, and growing, access to broadband, 
a reasonable approach moving forward involves the 
following steps:  

 Define pricing information standards. This work is 
currently  underway  as  NIST  Priority  Action  Plans  for  
Common Pricing Model, Common Scheduling 
Mechanism and Standard DR Signals. [2] 

 Validate and deploy pr icing information using cloud 
networking and other Internet technologies to 
computer-based customer systems. This would fuel the 
development of ESI software for residential, 
commercial and industrial users. Validation must 
address the friction points an d impedance mismatches 
that exist in the p ricing value chain at upper layers of 
the GWAC Stack. [3] These need to be iden tified and 
remedied before wide-scale application of a technical 
solution is feasible. 

 Move system functionality to embedded pr oducts on a 
selective basis, such as smart meters and Energy 
Service Interfaces (ESI). 

                                                
9 http://www.nrgstream.com/tu_data_index.htm 
10 
www.att.com/Common/about_us/public.../100_Pct_Broad
band.pdf 
http://www.networkworld.com/news/2008/072408-
broadband-penetration-gartner-study.html 
 

Advanced Internet technologies, like Microsoft's .NET 
Services service bus, can provide a valuable vehicle for 
expediting the implementation of smart grid technologies. It 
provides a mechanism for distributing pricing and demand 
response information to th e l arge p opulation of consumers 
that have Internet access. 

The architectural approach presented achieves a high-degree 
of systems interoperability through the alignment of 
information at the semantic and syntactic levels (GWAC 
Stack Level 3-4) while enabling innovation at the technical 
connectivity layers (GWAC Stack Level 1-2).  

Communications technology will continue to evolve and the 
smart grid m ust be ca pable of l everaging the benefits that 
new technology provides while maintaining interoperability 
through standardized semantic information models in 
standardized syntactical formats. 

Moving forward, it is the desire of the author that the many 
cloud service providers work together to develop standards 
for advanced h igh-performance publish/subscribe interfaces 
in the same way that SOAP and REST have been 
standardized and gained wide acceptance. 
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Abstract 
The Smart Grid envisions a transformed US power 
distribution grid that enables communicating devices, under 
human supervision, to moderate loads and increase overall 
system stability and security.  This vision explicitly 
promotes increased participation from a community that, in 
the past, has had little involvement in power grid operations 
– the consumer.  The potential size of this new community 
and its member’s extensive experience with the public 
Internet prompts an analysis of the evolution and current 
state of the Internet as a predictor for best practices in the 
architectural design of certain portions of the Smart Grid 
network. 
 

1. INTRODUCTION 
Although still evolving, the vision of the Smart Grid is that 
of a community of communicating and cooperating energy-
related devices that can be directed to route power and 
modulate loads in pursuit of an integrated, efficient and 
secure electrical power grid.   The remaking of the present 
power grid into the Smart Grid is considered as 
fundamentally transformative as previous developments  
such as modern computing technology and high bandwidth 
data communications. However, unlike these earlier 
developments, which relied on the discovery of critical new 
technologies (e.g. the transistor or optical fibre transmission 
lines), the technologies required for the Smart Grid currently 
exist and, in many cases, are already widely deployed.  In 
contrast to other examples of technical transformations, the 
path (and success) of the Smart Grid will be determined not 
by its technology, but by its system architecture.  
Fortunately, we have a recent example of a transformative 
force of similar scope that shares a fundamental dependence 
on our existing communications infrastructure – namely, the 

Internet.  We will explore several ways in which the scale of 
the Internet and expectations of its users have shaped the 
present Internet environment.  As the presence of consumers 
within the Smart Grid increases, some experiences from the 
early growth of the Internet are expected to be informative 
and pertinent. 

2. A VERY BRIEF HISTORY OF THE INTERNET 
The term “internet” has multiple meanings and contexts.  
But, references to the “Internet” usually focus on two areas.  
One is the set of low level network protocols used to 
communicate between processors, switches and components 
of the internet.  The other is the collection of data and web 
services that form the environment users experience when 
surfing and interacting through web browsers and 
specialized programs.  The development of both of these 
aspects of the Internet are relevant to the Smart Gird and 
will  be examined separately. 

2.1. The Internet Protocols 
Like many other protocols, the internet protocols (IP) began 
development in the early 1960’s.  Under DOD funding, the 
IP protocols were originally developed to provide a robust, 
self-healing computer network for defense-critical 
computers and applications.  The result was an elegant and 
fairly simple design that required a minimal amount of 
centralized administrative effort to support the exchange of 
messages between participating computers.  True to their 
fundamentally simple design, the internet protocols 
concentrated solely on the task of reliably exchanging 
messages over communications links that were, at least in 
the early 1960’s, potentially unreliable themselves.  These 
protocols made few demands on the internal design of the 
computer applications that utilized them and, thus, helped 
create a “layered” application programming model that 
improved overall reliability and application design freedom.  
This successful approach of isolating program 
responsibilities inspired the development of the well known 
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OSI 7 layer protocol “stack” model [1] that is shown in 
figure 1. 

 
 

Figure 1. OSI 7 layer Model 
 
The internet protocols were only one of many competing 
network designs that vied for mind – and market – share 
during the 1970’s and 1980’s.  In the ranks of network 
designers and programmers, this period was known, 
literally, as the “great protocol wars” and strongly held 
technical opinions, on all sides, were the rule [2].  By the 
early 1990’s, it became clear that the internet protocols had 
prevailed and were quickly becoming the primary 
networking mechanism for inter-computer communications.  
Increased investment and deployment of IP communications 
infrastructure rapidly followed.  While this outcome was 
based on a number of factors, the clean separation between 
IP networking and application program layers were a good 
match for an expanding variety of new networked computer 
applications, such as the world wide web.  The result was 
the foundation of the “Internet” and the development of a 
unique “ecosphere” shared by millions of individuals.   

2.2. “Map vs. Territory”, The Internet Ecosphere 
While the IP protocols make the Internet possible, the actual 
Internet that we access and search is a very different thing.  
The basic IP protocols require a small number of specialized 
programs that assist in maintaining and diagnosing network 
operations and integrity.  These functions include name 
servers that help translate numeric IP addresses into human-
readable forms and programs like “ping” that allows 
verifying  the presence of a particular computer on the 
network at any given time.  With the exception of the staff 
that manages the issuance of Internet numbers and names, 
little additional effort is required for network governance. 
Network service providers (ISPs) are able to independently 
configure their equipment and service their users with little 
interaction required from higher network administration 
levels.  This is essentially the “map” portion of the analogy 
and it’s worth noting that the lack of a large centralized 
administrative and support staff is both the genius and 

primary strength of the original internet protocol design.  
Given its ability to support the continually-evolving Internet 
on a basically unchanged protocol design, the IP protocols 
represent a success story worthy of study. 
 
The actual “territory” of the Internet is the tangible 
environment within which Internet users interact.  The 
Internet, as we know it, is a set of well known services that, 
over time, have evolved to occupy this environment.  They 
create a recognizable and evolving “commons” that is 
available to anyone capable of accessing the Internet.  As 
the Internet evolved, programs, such as bill board systems 
*BBS),  were developed to allow users to directly interact 
with each other.  With increasing program sophistication 
and increasing network bandwidth, these services ultimately 
changed into today’s Facebook and Twitter.  Search services 
such as Google that are widely used to conveniently 
navigate the Internet and locate services and web sites 
evolved from earlier, now little used, efforts such as 
Gopher.  In all these cases, the stability and flexibility of the 
underlying internet protocols enabled the continual 
evolution and improvement of the Internet. 
 
While it would be a stretch to think of all Internet users as a 
special “community” with similar interests, the Internet has 
evolved an identifiable environment on which users rely.  
For some users, it’s simply the consistent “look and feel” 
that permeates almost all applications with which they 
interact.  For others, it’s an expectation of consistent and 
reliable back-end financial settlement services that promote 
e-commerce.  But, for all Internet users, it’s a relatively 
consistent and supportive environment that allows effective 
interactions with both other users and automated services.  
We will refer to this difficult to define quality as the 
“Internet ecosphere”. 
 
Both the size and the economic impact of this community 
have prompted studies of user expectations and preferences.  
These studies have helped formalize the current “look and 
feel” of the Internet and, in many ways, determine the kinds 
of interactions that are offered. [3] 
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Figure 2. Evolution of Web Site User Expectations 

2.3. Size and Scale 
Present Internet usage within the United States is 
surprisingly high, with actual user numbers only exceeded 
by China.  Out of an estimated population of 307 million, 
roughly 227 million are estimated to regularly use the 
Internet [4].  At approximately 75% of the population, US 
usage is consistent with that of Japan, Canada and much of 
Europe.  The explosive growth of web sites available to visit 
is equally interesting – increasing almost exponentially over 
the past three years to almost 160 million sites in 2008 [5].  
The continued effectiveness of the Internet, particularly in 
the face of these increasing usage numbers, indicate an 
ongoing enterprise that is successfully serving its user 
community – a goal of great importance to the Smart Grid 
deployment effort. 
 

 
Figure 3. Growth of Internet websites 1990 - 2008 

3. INTERSECTION OF SMART GRID AND 
INTERNET 

As is the case in the present power grid environment, the 
Smart Grid will make substantial use of IP-based networks 
for power distribution system data communications and 
normal business-related IT functions.  With the exception of 
real-time constrained communications and specialized 

device-specific protocols, there is general acceptance of the 
utility and cost-effectiveness of IP networks within the 
power generation and distribution domain.  And, while data 
security issues remain a serious concern for many portions 
of the power grid infrastructure, existing IP technology has 
already been leveraged by creating private, physically 
isolated networks, by implementing encrypted virtual 
private networks (VPN) that utilize the public network 
while maintaining a degree of advanced security, or by 
encapsulating and tunneling non-IP protocols over IP routed 
infrastructure.   

3.1. Smart Grid and Internet already share a context 
Having said this, it is interesting to examine the likely 
context for IP usage within the emerging Smart Grid.  As 
pointed out, IP networks will be used in application areas 
where their economic and performance strengths permit and 
not used where security and latency issues dictate other 
solutions [6].  The specialized requirements of distribution 
and sub-station monitoring and control have already 
promoted the development of specialized non-IP data 
communications protocols. Given latency demand 
constraints for these applications and their large installed 
base, it is unlikely that these applications will move to IP 
networks in the near future.  In fact, given the high level of 
engineering and administrative effort needed to maintain 
fixed power distribution system resources, it is not clear that 
these application areas would substantially benefit from the 
inherent flexibility and reconfiguration capabilities found in 
IP networks.  While this topic is the subject of on-going 
research, it could be argued that the design of distribution 
control systems that are capable of the rapid and seamless 
reconfiguration (i.e. facilitated by the IP protocols) is not yet 
a mature discipline and should be approached with some 
care [7].  So, within the power generation and distribution 
portions of the Smart Grid, IP protocols and, to some extent, 
the Internet itself, will be used in piecemeal fashion within 
the existing framework of acceptable grid engineering 
practices. 

3.2. Smart Grid Population Boom – the Consumer 
As stated earlier, one of the major motivations for 
constructing the Smart Grid is to monitor and, to the extent 
possible, moderate end use loads that are connected to the 
national power generation and distribution grid.  While 
future power storage techniques may make it possible to 
store electrical power generated during off-peak times and 
distribute it when needed, the primary presently available 
path leading to greater stability and control of the national 
power grid is the real-time monitoring and control of 
increasingly larger numbers of attached power loads.  This 
requirement directly motivates the implementation of an 
expansive data communications network that allows 
instrumented power loads to communicate their status with 
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other power grid components and permit some degree of 
grid-wide control.  Given that the residential and 
commercial sectors are responsible for approximately 39% 
[8] of current US energy use, the attached loads (both 
aggregate and individual) within this sector are important 
candidates for inclusion in the set of “devices” that will be 
required to communicate within the emerging Smart Grid.  
Furthermore, it is expected that the development and growth 
of the electric automobile industry will move personal auto 
power consumption from the oil-based transportation sector 
to the predominately electricity-based 
residential/commercial sector – thus further increasing the 
motivation for integrating residential load monitoring and 
control into the Smart Grid. Therefore, the single area where 
new participants will enter the Smart Grid community – in 
large numbers – is the power-consuming end user.   

It has been said that the Smart Grid will, in a tangible way, 
eventually touch and affect every household in the US [9].  
Given the level of energy consumed within the residential 
sector, there is little doubt that the Smart Grid will be 
motivated to instrument large numbers of residential loads.  
As the Smart Grid moves forwards, installation of 
residential Advanced Metering Infrastructure (AMI) [10] 
and Smart Grid-enabled appliances will bring both 
residences and, more importantly, their occupants into the 
Smart Grid world.  These residential households will, either 
through their utilities or local power aggregators, become 
active participants within the Smart Grid domain.  As the 
pervasiveness of the Smart Grid expands, so will the 
number of households affected – numbers far in excess of 
any other organizational entity within the Smart Grid and, 
ultimately, will become the largest identifiable stakeholder 
within the Smart Grid.   

To the extent that participation remains passive, perhaps 
because Smart Grid demands on household behaviors are 
initially minimal, these large numbers of end users may 
remain unimportant.  However, as power grid constraints 
begin to impact their daily lives or as their active 
participation is encouraged through ancillary energy service 
providers, they will interact more closely with the grid.  
And, as described above, given the pervasiveness of the 
Internet as the standard mode of interacting with external 
organizations and entities, end users will expect and, 
eventually demand, that their Smart Grid interactions take 
place through familiar, web-based Internet mechanisms – 
those that they already use for activities varying from 
checking the weather and paying bills to downloading 
movies.   

3.3. A Word on Security 
Communications security is central to many aspects of 
Smart Grid design and operation.  While security is best 
treated as an integral part of any overall communications 

design, a detailed discussion of Smart Grid security is 
beyond the scope of this paper.  In particular, portions of the 
Smart Grid architecture that place the highest constraints on 
network latency and security are typically far removed, 
architecturally, from the consumer and are specifically not 
discussed here. 

However, since the nexus of the Smart Grid and the Internet 
is being discussed, the question of overlapping security 
domains is an important issue.  To the extent that some 
Smart Grid functions, notably those involving the end user, 
are performed via the Internet, they will take place within 
the security domain of Internet service providers.  This is a 
domain with an existing, and evolving, collection of security 
services already in use to service areas such as e-commerce.  
While security implementation on the Internet can take on a 
number of different forms (e.g. SSL, Public Key Systems, 
time-synchronized key generation cards, etc.), the particular 
mechanism chosen is ultimately administered by service 
providers within the Internet domain.  Providing a seamless 
security environment that spans both the Internet and Smart 
Grid domain may by problematic.  While it may be possible 
to layer security technologies in such a way that both 
Internet and Smart Grid security domains co-operate to 
control user interactions, in practice, multiple, layered 
security mechanisms – particularly when separately 
administered within different network domains– are difficult 
to incorporate into existing Internet frameworks and present 
awkward user interfaces.  In the end, the suitability of any 
transaction over the Internet will need to be evaluated on the 
basis of best practice Internet security mechanisms and 
those Smart Grid transactions that are deemed too critical 
for the available level of Internet security should be 
disallowed.  

4. INTERNET LESSONS AT THE PROTOCOL 
LEVEL 

At the “source” end of the Smart Grid, we have power 
generation and transmission systems.  The cost and 
importance of these facilities require that their control 
systems be highly engineered and carefully configured to 
maximize their safe and secure operation.  As noted earlier, 
while IP protocols and, perhaps, the public Internet may 
have some role in their control and monitoring systems, 
their inherent and operational value dictates conservative 
control system design practice. 

However, as one looks at the consumer end of the Smart 
Grid architecture, the networking terrain changes.  As the 
Smart Grid grows towards the benchmark of touching every 
US household, roughly 114 million in 2010 [11], with 
potentially multiple network addressable devices in each 
household, we approach the scale of the present Internet.  In 
terms of both numbers of nodes and overall network 
stability due to intentional and accidental network outages, 
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the consumer end of the Smart Grid shares many 
characteristics of today’s Internet.   

The issue of how to reliably find nodes within the Internet 
and, once found, how to properly “phrase” digital 
communications with them has been focus of multiple 
software engineering efforts within the networking 
community.  Smart Grid applications that promote grid-
related messaging between “smart devices” will share many 
of the design and operational problems addressed by these 
internet engineering efforts.  A brief examination of the 
history of these efforts may prove fruitful when applied to 
the development of the Smart Grid. 

4.1. How Do You Find Things on the Internet? 
As with all data networks, each node within the Internet is 
assigned an individual numerical identifier or network 
address.  Ideally, each node’s address is unique.  In practice, 
the present Internet has grown beyond its original ability to 
assign unique addresses to every device and, as a result, 
some portions of the Internet remain partially “hidden” 
private subnets.  This shortcoming is being addressed by 
modifications to the basic, underlying IP protocols and is 
referred to as version 6 of the IP protocols (IPv6).  
Fortunately, Smart Grid transactions that transit the Internet 
will have the benefit of these improvements.   

While it is expected that the lesson or running short of 
network addresses is already well appreciated by engineers 
everywhere, it is worth noting that running out of numbers 
is not uncommon in the history of the computing and 
networking worlds (e.g. growth of PC addresses from 16 to 
32 and, ultimately, to 64 bits in length).  If fully realized, the 
vision of the Smart Grid includes a vast number of 
communicating devices and services.  While Internet 
lessons of network addressability may have been universally 
learned, there may well be other areas within the Smart Grid 
architecture that suffer from artificially constrained 
addresses or identifiers.  Scaling systems to accommodate  
large numbers of components can create problems in 
unexpected ways – may of which have been encountered 
during the development of the Internet.  When 
conceptualizing a large, geographically-dispersed system 
with a very large number of devices and services, a detailed 
examination of Internet best practices will be of benefit.   

4.2. Third Party Web Search  Services 
The advent of large, highly capable search engine services 
demonstrates the tremendous system-level flexibility made 
possible by the original IP protocols.  While services such 
as Google, Yahoo and MetaCrawler were never envisioned 
when the IP architecture was being formulated, each of 
these successful search services have been designed and 
deployed without alterations to the original underlying 
protocol. For many network users, these applications 

represent the only tool necessary for navigating throughout 
the Internet and, as far as their experience is concerned, they 
“are” the Internet.  While some Internet URLs (e.g. 
www.ebay.com) are easily remembered, often the simplest 
way to find a particular site is to simply search for it by 
providing a partial name or inclusion of a key word likely to 
be found as part of a web site’s content.  Anecdotal 
evidence of the through, highly detailed cataloging of web 
sites accomplished by these services is common. With the 
growing scale of the Internet, these services may prove to be  
the only effective way to navigate and locate services on the 
web in the future.   

Although the use of search services has become common for 
users within the Internet ecosphere, what possible roles can 
such services have in the Smart Grid domain?  Much will 
depend on the level and scale of innovation at the consumer 
end of the Smart Grid.  The highly engineered control 
systems within the power generation and transmission 
portion of the grid will continue to require careful and well 
understood network communications patterns.  Since they 
will consist of well known resources, there will be little 
value in locating them on the web by searching for them.  
However, in a future world of truly distributed power 
generation and storage, it may be reasonable to apply these 
powerful tools to the end user portion of the Smart Grid.  
For exemple, it may be useful, within a limited geographic 
area, to search for customers that have power available for 
injection into the grid.  It may also be effective to search, 
within a particular power distribution area, for facilities 
advertising unusual or ad-hoc load curtailment 
opportunities.  Effective application of these search services 
implies that some elements of the Smart Grid architecture 
need to properly “advertise” themselves on the Internet in 
order to be seen and properly cataloged by these services.  
Future leveraging of these services will only be possible if 
accommodated by the underlying Smart Grid architectural 
design. 

Third party search services are not being suggested as 
replacements for the dedicated communications protocols 
and systems (e.g. OpenADR, SEP 2.0) [12] that are now 
being defined and engineered for operational demand 
response applications. By their very operational nature, 
these systems will need to be carefully administered and 
configured and, therefore, not benefit from the “web search” 
paradigm.   However, it is not unreasonable to expect that 
future refinements to Smart Grid operations or ancillary 
services could make effective use of the capabilities offered 
by a Google or Yahoo in locating sites offering various 
power-related services.   

This entire scenario implies that, conceptually, a portion of 
the Smart Grid ecosphere exists within the Internet.  In other 
words, the Smart Grid architecture is expansive enough to 
accommodate some role for the innovative and powerful 
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services that are presently available within the Internet 
ecosphere. These functions and services may be limited to 
searches for power related service offerings and market-
supporting financial functions.  Internet lessons at the 
“ecosphere” level 

4.3. Building Complex Applications on the Web 
As the reliability and scale of the Internet grew, it became 
possible to design single applications that were composed of 
many programs executing on computers at various locations 
within the network – all co-operating to accomplish a single, 
complex task.  Instead of users logging onto multiple 
computers and overseeing the coordination of multiple 
tasks, programs were being designed to find and 
communicate with their designated “peers” to accomplish 
these operations with little or no user assistance. However 
the development of these “peer-to-peer” applications, such 
as e-commerce, inventory control and financial transaction 
processing, required communicating components to 
carefully synchronize the contents of their messages to 
match program communications expectations at each end.  
Successfully managing this process in a way that was 
reliable, flexible and easy to maintain proved to be an 
extremely difficult task and has dogged the IT and 
networking world since the early 1990’s.  It was widely held 
that something else besides the two communicating peer 
programs was required to ensure their correct and functional 
rendezvous within the network.  Whereas the traditional 
high-level diagram of the Internet has a network “cloud” at 
its center, there was a growing concern that something more 
was needed to make these distributed enterprises work.  
This assisting entity was termed “middleware”. 

 

 
Figure 4.  Relationship of Middleware to Web Applications 

4.3.1. The Birth and Death of Middleware 
The design, development and deployment of appropriate 
middleware programs throughout the Internet became the 
battle cry for IT and network engineers in the early 1990’s.  
Since this coincided with the growth of a new programming 
model referred to as “Object oriented programming”, 
middleware was thought of as an enabling software 

technology that allowed programs to cooperate over the 
network by finding and executing small program elements 
(i.e. objects) on remote computers.  As with Internet-wide 
engineering efforts, competing designs were pitted against 
each other in demonstration battles and in heated and highly 
opinionated discussion forums.  The “winning” technology 
was a standard known as CORBA (Common Object 
Request Broker Architecture) [13].   

While the details of this system are not germane to this 
discussion, one element is worth stressing.  A great deal of 
effort was invested in the design and implementation of a 
critical piece of network software that was deemed 
necessary for the continued growth and evolution of the 
Internet into new and beneficial application areas.  While 
this effort required additional complexity within the 
network, most software designers agreed that the lack of 
such a service in the original set of IP protocols was a 
serious shortcoming.   

But, as time passed and major applications began depending 
on the ubiquitous availability of these new middleware 
services, network administration costs for these applications 
began to soar and increasing programming effort was 
required to properly manage the middleware that governed 
how applications were deployed on the Internet.  It soon 
became apparent that in the network world, as in most other 
areas, everything has a cost.  The additional cost and 
complexity of maintaining and updating these newly-
required services was not anticipated and, lacking sufficient 
support for these middleware components, the Internet 
became a far less flexible and accommodating environment 
for these applications. 

Eventually, a group of network and IT software engineers 
crafted an alternate technology that eliminated the need for 
additional Internet services (i.e. middleware).  This new 
software approach, known as SOAP (Simple Object Access 
Protocol), allowed communicating programs to share tasks 
previously relegated to middleware components.  In the end, 
by sacrificing a bit more communications bandwidth, they 
were able to eliminate the added complexity of additional 
Internet service components.  In keeping with the 
battlefield-like analogy that permeated the original “great 
protocol war”, several influential network experts 
confidently announced “the death of middleware”. [14]  
And, while a number of large stable applications continue to 
use the CORBA middleware architecture, the mind share of 
the SOAP efforts has grown into the web services and 
service oriented architecture (SOA) applications of the 
present Internet. 

What is the relevance of this tale to the evolution of the 
Smart Grid?  First, issues related to distributed, cooperating 
programs are typically uncovered within the Internet 
community and addressed  there first – its history is worth 
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careful examination.  In the end, all complexity has a cost 
and solutions within the Internet are judged solely on their 
effectiveness and simplicity – proving the adage that the 
original Internet design is surprisingly “lean and agile”.  
Efforts, even major ones as described above, to address a 
particular shortcoming can, and in many cases have been, 
discarded because they have been found to add unnecessary 
complexity to an otherwise conceptually clean design. The 
design practice of adding complexity only when absolutely 
necessary and being constantly wary of the network’s scale 
has served the Internet development (and  indirectly, end 
user) community well.  So, as the large-scale, end user 
portion of Smart Grid evolves, close attention should be 
paid to Internet engineering efforts that have likely 
encountered and solved (in some cases, on multiple 
occasions) similar problems. 

5. LESSONS FROM THE END USER COMMUNITY 

5.1. Home Automation 
While most home automation systems and devices do not 
directly rely on IP protocols, they are, in increasing 
numbers, interfaced to a variety of Internet services.  The 
growth of the home automation market and its integration 
into the Internet ecosphere presents both opportunities and 
architectural issues for the expansion of the Smart Grid into 
the home environment. 

5.1.1. The State of Home Automation 
The home automation market has developed over the past 
two plus decades and represents a wide range of devices, 
systems and services.  In its infancy, the market was 
targeted at the convenience factor stemming from the ability 
to remotely control major household lighting and HVAC 
systems.  Since its “value proposition” was based on 
convenience, hardware components and systems were 
highly cost-constrained.  This cost sensitivity resulted in a 
dependence on communications technologies that, while 
relatively affordable, were not as reliable as their more 
expensive IP protocol- capable counterparts.  The result was 
an industry with a plethora of communications technologies 
and private standards with varying degrees of reliability and 
little or no interoperability. 

Eventually, as the explosive growth of the Internet drove the 
cost of reliable, network-capable data communications 
technologies down to affordable levels, modern 
communications technologies and design practices entered 
the home automation domain.  In particular,  the availability 
of inexpensive wireless communications technologies, with 
their low deployment and installation costs, has driven the 
installation of home automation systems.  Installation of 
whole house systems is expected to 4 million households by 
2013 [15].    

5.1.2. Home Automation and the Internet 
While not explicitly linked, strong growth in residential 
Internet subscribers has coincided with growth in home 
automation system installations.  One result has been 
increasing interest in joining these domains – the nexus of 
the convenience proposition of home automation and the 
ubiquitous access proposition of the Internet.  Examples 
include internet-based home HVAC thermostats, residential 
irrigation systems that access weather forecasts over the 
Internet and, incredibly, even a TV remote control that 
automatically updates your Facebook web page as you 
change channels. 

With broadband Internet subscriptions expected to reach 
77% of US households by 2012 [16] and the continued 
integration of home automation and internet technologies, 
the home will increasingly take on characteristics of the 
larger Internet.  Besides remote access capability, homes on 
the Internet will be inevitably searched by services, such as 
Google, and some portions of their internal state made 
available on the web.  And, it will become common for 
household systems to automatically and transparently access 
Internet-based web services for everything from weather 
and environmental forecasts to energy costs for water, gas 
and electricity.   

5.1.3. Juncture of Home Automation and Smart Grid 
As this scenario evolves, the interaction and overlap 
between the Smart Grid and the internet will become more 
important – and potentially – problematic.  For example, it 
is anticipated that one of the critical services provided by 
the Smart Grid will be the delivery of energy price rates and 
individual, real-time consumption measurements to many, if 
not all,  households on the grid.  With increasing levels of 
automation within the home, this information will need to 
be distributed to various devices throughout the house.  As 
the house becomes increasingly Internet-like, it would be 
convenient for this information to flow into the home over 
the public Internet.  However, if this information originates 
on a private network partitioned from other home 
automation devices, some mechanism (e.g. gateway) will be 
needed to bridge between private and household networks 
or route information out to the public Internet and back into 
the home.   

There are several approaches to resolving this data path 
problem.  And the interaction and relationship between the 
Smart Grid and home automation systems is being actively 
addressed by working groups such as OpenHAN.  The 
following figure gives a high-level architectural view, 
within the home, of the co-located Smart Grid and home 
automation network functions. 

But, at this point in time, US homes are not a completely 
“blank slate” waiting to be automated. They are, to varying 
degrees, being instrumented and accessible as part of the 
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same Internet ecosphere that households use for a large 
number of everyday tasks.  And, with the growing presence 
of automated gadgetry in everyday life, user expectations 
are being formed that will reward flexible innovation and, 
conversely, reject complex, constrained solutions [17].  The 
architectural mechanisms used to join the Smart Grid 
domain to the end user Internet world will be central to the 
end user’s experience and their acceptance of residential 
Smart Grid technologies will, in large part, be based on the 
conjoined features of convenience (home automation) and 
ubiquitous access (Internet). 
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Figure 5.  AMI-HAN Home Automation Partitioning 

It is worth making one final point on end user expectations 
viz. interactions with the Smart Grid.  The convenience and 
control proposition that has driven the development of the 
home automation market place has also helped crystallize 
user expectations of how well these household systems  
should perform.  Control over household systems is 
expected to be effective and reliable with monitored 
information, such as electricity or water usage being 
accurately displayed.  Recent anecdotal information gleaned 
from Smart Meter installations in California indicate that 
some Smart Grid applications have not yet achieve home 
automation performance expectations [18].  At least one 
individual was surprised to see their Internet-displayed 
power meter indicate substantial power consumption during 
the middle of an extended power outage.  Although this 
behavior was traced to a programming artifact that 
attempted to animate web-based displays when real meter 
telemetry was unavailable, such behavior would be 
considered unacceptable from home automation systems.  
The successful introduction of Smart Grid capabilities into 
the end user environment should take into account existing 
technologies and the user expectations they have already 
established. 

5.2. The Internet Community Skill Base 
While some anecdotal examples may suggest that most 
consumers and end users are technically unskilled, the 
Internet market place argues otherwise.  The evolution – and 
explosion – of the Internet has led to a greater understanding 
of data networking functions and related equipment 
installation issues on the part of the end user.  A recent scan 
of major Internet ISP’s revealed that all offered a do-it-
yourself DSL installation program for new subscribers.  The 
success of such programs indicates both a welcome 
standardization of data communications hardware and a 
growing competence and understanding on the part of the 
Internet community of basic IP protocol concepts - further 
evidence of a growing technical competence within the 
Internet community and public at large.  It also indicates 
that vendors have invested heavily in standardizing a 
potentially complex network installation operation and have 
educated a large portion of the entire user community to 
perform it correctly.   

The scale of the Internet community has allowed equipment 
installation activities to be “practiced” millions of times.  
The results are now being seen in a general familiarity for 
these operations within the community as a whole.  
Descriptions of high school and grammar school students 
installing, configuring and administering small networks are 
commonplace.  Having said this, the growth of the Internet 
has not created a nation of network engineers.  While 
familiarity with many network terms and hardware 
components is prevalent, it is not clear that this knowledge 
is sufficient deep to be readily transferred to other 
communications technologies.  Establishing this level of 
familiarity and end user skill for other media (802.15.4, 
specialized gateways, etc.) may take some time and 
negatively impact the perceived quality of service for some 
Smart Grid activities. 

6. CONCLUSION 
As is the case in the existing power grid, the emerging 
Smart Grid will make substantial use of both low level IP 
protocols and the public Internet infrastructure where 
dictated by best design practices.  However, the portion of 
the Smart Grid that will see the largest user growth in 
comparison to the present power grid will be that of the 
consumer or end user.  And, since this group already 
constitutes the primary user base of the US public Internet, 
the Smart Grid architecture, in order to successfully engage 
this new population, needs to bridge between its internal 
communications technologies and the Internet in an 
architecturally transparent manner. 

By looking at the present user expectations within the 
Internet ecosphere, we can observe some qualities that are 
valued and, with some modification, attempt to integrate 
them into Smart Grid transactions.  As the domains of the 
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Internet, home automation and the Smart Grid meet in the 
home, issues such as data transparency, platform 
independence, and ubiquitous local and remote access will 
be highly valued – and expected.  And, above all, the 
continual evolution, openness and innovation experienced 
within Internet world will be expected for end user 
applications that interact with the Smart Grid. 
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Abstract 

Radical changes in the energy system, at the lower network 
level, will require integration of smart houses in the smart 
grid in order to realize the full potential. Introduction of 
renewables, an increase of distributed generation, and the 
trend towards an all-electric infrastructure lead to an 
increase in complexity, system management effort and cost 
that the smart grid should provide an answer for. This calls 
for houses that are pro-active and flexible participants in the 
smart grid. The home will no longer be an extension of a 
utility or energy service provider, but serve as an 
autonomous building block in a smart grid and determine 
autonomously how and to whom it will accept from and 
deliver energy services on the smart grid. 

1. INTRODUCTION TO SMART HOUSES 
Homes, offices, and commercial buildings have always been 
treated as isolated passive units (black boxes) connected to 
the electricity grid. In the last years utilities have recognized 
the potential of the building environment to be included into 
their operation. Demand response programs have been 
initiated, especially in the USA, with promising outcomes. 
This is, however, only the first step towards building the 
envisioned smart grid of the future. Introduction of 
renewables, an increase of distributed generation, and the 
trend towards an all-electric infrastructure all lead to an 
increase in complexity, system management effort and cost. 
These radical changes in the energy system (consider that 
there have hardly been any changes on the overall 
architecture the last 100 years), at the lower network level, 
will require integration of smart houses in the smart grid. 
Houses need to become pro-active and flexible participants 
in the electricity trade and infrastructure, as well as service 
providers for utilities and system operators. 

Utilities and system operators can make use of these home-
based services by organizing their client base into an 
intelligent networked collaboration of homes. This 

organization will heavily rely on Information and 
Communication Technologies (ICT). Thus, an ICT 
architecture has to be developed, to effectively take 
advantage of the latest developments; It has to address 
interactions both within the smart house as well as between 
the smart houses, the smart grid and the enterprises. The 
architecture would allow information to be directly accessed 
by the interested parties in an event based way. As this 
information dissemination and exploitation must be done in 
an open and interoperable way, IP-based technologies and 
especially service oriented approaches e.g. web services are 
considered to be promising candidates to interconnect  all of 
the components of this system. 

 
Figure 1 Service-based architecture for smart houses in 
a smart grid 

The contribution of services delivered by smart houses to 
the business processes of utilities, energy service providers 
and system operators is part of the ongoing European 
Commission co-funded research project 
SmartHouse/SmartGrid [1 - 3]. This project focuses on an 
ICT architecture for smart houses situated and intelligently 
managed within a smart grid.  

The resulting service-based ICT architecture for smart 
houses will be tested in three different field tests, supporting 
a variety of business applications for future smart grids. 
Variable tariff pricing schemes are an important underlying 
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fundament for all field tests. Furthermore, a main objective 
is to show that the developed technology will have 
significant potential for mass application across Europe. 
This objective can be translated into low entry barriers 
regarding adoption and diffusion of the technology. As a 
result, it could create a solid business case for energy 
utilities, energy service providers, system operators, and 
participating households to adopt the ICT-enabled energy-
efficiency technology. 

2. A SOA-BASED APPROACH: WEB SERVICES 
The current market for control networks is characterized by 
proprietary protocols that lack the ability to communicate 
and interoperate. The Internet Protocol (IP) has been 
identified as a potential solution for standardized 
communication. We understand that several other protocols 
are applicable and may be used. However, we expect that at 
some level (e.g. gateway level) IP will be the common 
denominator, especially when connecting to enterprise 
services. Additionally, within SmartHouse/SmartGrid, we 
have recognized that a service oriented approach in 
conjunction with an event based infrastructure is the way to 
go. As such, we have decided to experiment with web 
services in order to ease interoperation.  For device 
interaction several technologies will be investigated, 
including web services on devices (e.g. DPWS), REST and 
BEMI. 

The World Wide Web Consortium (W3C) describes a web 
service as a software system designed to support 
interoperable machine-to-machine interaction over a 
network. Web service architectures have a number of 
characteristics that can be seen as advantageous for building 
open systems. Different components may vary in design and 
run on separate platforms. Web services allow numerous 
vendors to interact with each other based on high-level 
standards. Also, services can support a multitude of 
different applications. Also a service component acts as an 
autonomous entity. Thus services delivered by smart houses 
can enforce customer autonomy and even device autonomy. 
The power of control is with the end-user, while devices 
remain responsible for local issues such as security. This 
enhances acceptability and is also easier to implement from 
a legal perspective.  

The use of web services requires the definition of a common 
ontology [5] that can be used as a basis for a model for 
description of web services as provided by the Web Service 
Description Language (WSDL). For the smart grid, existing 
models may be useful as a starting point, such as the IEC 
61970/IEC 618968 Common Information Model (CIM). 

Traditionally, one tends to consider services as being 
delivered by large companies and hence, service oriented 
architectures tend to focus on enterprise platforms. If the 
above described paradigm shift becomes reality, and smart 

houses become service providers in the smart grid, different 
needs will arise in the development of architectures aiming 
at restricted resources with a thin footprint. Already, a 
number of initiatives propagate web services at the device 
level, and their coupling with enterprise systems [6]. This 
aim is also supported by the IPSO alliance, promoting IP as 
a protocol for Smart Objects, creating the "Internet of 
Things" [7]. At the device level itself, the Device Profile for 
Web Services, DPWS, defines a minimal set of 
implementation constraints to enable secure Web Service 
messaging, discovery, description, and eventing on 
resource-constrained devices. This has already been 
evaluated for the smart meters [14]. 

The WS-DD OASIS Standard (which incorporates the 
original DPWS) was approved as recently as June 2009 [8]. 
Also, industries are working on support for the IP protocol 
for wireless communication standards for home automation, 
such as ZigBee and Z-Wave. Internet Protocol version 6 
(IPv6, the next-generation Internet Protocol) and its 
embedded version i.e. IETF standard 6LoWPAN (IPv6, 
low-power, and wireless personal-area networks) is in 
progress [9], while others, e.g. the ZigBee alliance, are 
working towards providing integrating IP standards.  

3. SMART HOUSE BUSINESS CASES 
The creation of an open, web service based environment 
should not only meet today’s needs, but should support new 
types of business in future smart grids as well. As a 
guideline for new products and services, Figure 2 will be 
used. This figure describes the relation between the 
technical measures that may emerge in the smart grid and 
seven impact categories. These technical measures, which 
need to be translated to business applications, are described 
below: 

End User Feedback: Aims at an interface to the end user in 
order to give feedback on his/her energy behavior and the 
availability of locally generated clean electricity. It is 
important to be able to monitor energy usage and increase 
the awareness of end users by offering tailored information 
on usage patterns and suggestions on how to further lower 
consumption. Feedback may encourage the end-user to shift 
part of their electricity consumption towards periods when 
locally produced clean electricity is highly available. 
Experiences with small-scale tests show a potential for this 
type of feedback [10]. 

Automated Decentralized Control of Distributed 
Generation and Demand Response: Aims at a better local 
match between demand and supply, customer acceptance of 
management strategies, a more effective reaction to near-
real time changes at the electricity market level (e.g. due to 
fluctuations in large-scale wind energy production) and with 
grid operations (e.g. for congestion management and reserve 
capacity operations). Balancing demand and supply requires 
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multiple solutions at different time frames. Optimized 
scheduling of devices based on variable electricity prices 
will support the day ahead and intraday load scheduling of 
utilities. As a show case, the Bidirectional Energy 
Management Interface (BEMI) technology [11], as 
developed by Fraunhofer IWES in Germany (formerly 
known as ISET e.V.), is utilized. Reaction to near-real time 
changes at the electricity market level and grid operation 
requires control of devices based on real-time events in the 
system. Here, the PowerMatcher technology [12] as 
developed by ECN, The Netherlands, is adopted. 

Control for Grid Stability and Islanding Operation: 
Aims at the delivery of services by smart houses in critical 
situations, and is used by network operators to maintain or 
restore stability in (distribution) networks. Here, the 
particular focus is on the capability to run local power 
networks in island mode. The transition to the island mode 
is automatic and neither end users nor the system operator 
interferes with it. The ICT system manages the energy 

within the island grid and it is assumed that all nodes within 
this isolated grid will participate in the system. 
Reconnection with the upstream network, in order to 
support black start operation of the main grid, is also 
considered. As a reference, experiences with the multi-agent 
platform control system Magic, developed by National 
Technical University of Athens, are used [13]. 

In the SmartHouse/SmartGrid project, a number of business 
cases have been identified based on the technical measures. 
These business cases are used to get a proper overview of 
business operations by different actors (trader, retailer, 
aggregator and system operator) in order to develop an 
integrated vision of the context of smart houses in a smart 
grid. New business models, however, also require 
supporting applications in order to enable business 
operation. Therefore, the following category is added to the 
three technical measures in Figure 2. 

Smart Grid Business Support: This category contains 
supporting services that have no impact on the electricity 
level, but enable new business models. It encompasses 
management and control of components and services as 
offered by networked collaboration of households, and 
includes data collection for variable tariff based billing. 

4. SERVICES DELIVERED BY  SMART HOUSES 
Designing a service-oriented architecture for smart houses 
requires a mind shift from integration to interoperation. 
Integration requires putting several concepts together into 
one overall system. If not done in an open way, this might 
lead to restricted degrees of freedom and can hardly 
accommodate new developments. Take for example an 
environment that allows smart houses to place demand or 
supply bids in a market. If a utility integrates this 'client' 
bidding process into its own proprietary system, it would 
make it difficult for the client to switch to another utility, or 
for the Distribution System Operator (DSO) to make use of 
the information contained in these bids. Standard 
compliance, focusing on the functionality and not just 
simple integration can help avoid the vendor-lock. 

A preferable model is based on differentiation between 
responsibilities. Device manufacturers should be responsible 
for the device. Service providers (a role that partially may 
be assumed also by specific device manufacturers) should 
embed services for creation of a bidding function and 
reception of market prices. Utilities and DSOs can be made 
responsible for a correct handling of bidding functions. 
Devices and utilities/DSOs can interoperate to exchange the 
bid functions and the resulting market outcome. 
Interoperability requires development of an ontology for the 
smart grid domain, i.e. a language that is understood by all 
actors. Web service standards provide the syntax for this 
language. 
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Figure 2 Technical measures impact energy efficiency 
and efficient network management. 
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Furthermore, interoperation must be extended to the level 
that solutions are found for conflict of interest between 
market parties who want to make use of the same smart 
house services. If the smart house receives different 
incentives from various parties, and the household decides 
to follow one incentive, financial remuneration should 
reflect this choice, but security of supply should not be 
incriminated. 

In view of the above, the focus for identification of services 
is not separate from the respective business cases. The 
design done using a service based architecture focuses on 
the identification of responsibilities and collaborations 
across business applications. Therefore, a classification is 
made based on high-level functionalities: 

System management: This functionality contains all 
functionality regarding management of services (repository 
services; registry & discovery), components (configuration) 
and customers (customer care). 

Monitoring: Describes monitoring of components and 
services and the management of key performance indicators.  

Eventing: Outlines creation and handling of system events. 

System-wide / location-based information: Provisioning 
of historical information on load flows and market behavior; 
forecasts regarding climate, market and load flows, 
including load forecast from renewable sources. 

Market-based planning and control: Handling of price 
incentives and bid functions, including market based 
scheduling of devices and real-time operation. 

Device Management: Management (control, configuration 
and monitoring) of all device responsibilities: delivering 
status information; creating bid functions; handling control 
commands (incentives). 

Metering & Billing: This functionality encompasses 
automated meter reading and tariff rating combining 
variable tariff based market control and customer contracts. 

In SmartHouse/SmartGrid project ongoing work [2], we list 
some initial services and their descriptions according to this 
classification. They are based on the analysis of use cases 
derived from a set of business applications. As a next step, 
some of the business applications will be built, and rolled 
out in three different European field trials. The field tests 
will focus on the technical measures as depicted in Figure 2, 
and include mass scale handling of variable tariff metering 
data. The field trials will deliver proof of concept and 
evaluate a web service architecture that realizes the 
interaction of smart houses in the smart grid.  

5. CONCLUSIONS 
We have identified a trend where intelligence becomes 
distributed in the electricity network, creating a visionary 

dynamic and collaborative infrastructure namely the smart 
grid: smart houses will make use of communication, 
interaction and negotiation with energy devices, other smart 
houses, the network operator and energy service companies 
in their strive for optimal energy usage and cost reduction. 
Web services provide a common framework that allows data 
to be shared and reused across applications, enterprises, and 
community boundaries. They enable the creation of 
architectures that reflect components' tendency toward 
autonomy and heterogeneity. Therefore, the concept of 
service oriented architectures is well suited for the future 
smart grid. However, a paradigm shift is needed. Enterprises 
no longer are the only providers of services, but customers 
become active parties, offering their own services to each 
other and to enterprises, effectively creating a highly 
dynamic collaborative ecosystem. Based on local autonomy 
and internal goals the household determines whether or not 
an energy service is offered and executes its own control in 
interaction with external parties. 
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Abstract 

The Microgrid is a natural consequence of the interoperable 
grid. The large users are the most appropriate place to 
"store" electricity and shift load, but need to be 
compensated for their efforts and properly metered.  The 
introduction of the Smart Meter provides much of the 
intelligence needed to create a Microgrid. The Utility can be 
provided additional resources for balancing and storing 
energy, the User can be provided higher reliability and 
potential cost savings.  This paper describes the Microgrid 
from the viewpoint of the Industrial User - a commercial 
entity that can move much faster than the regulated world 
and an underutilized potential for handling the issues that 
are coming with large renewable addition and intermittent 
generation that will result. 

1. INTRODUCTION 
Pressures from deregulation, the need for more efficient and 
climate friendly technology combined with regulatory 
requirements (stick) and monetary rewards (carrot) in the 
form of renewable and carbon emission credits is 
encouraging us to move beyond the current simple grid 
structure.  The current electric power system has performed 
well for a structure that was evolutionary rather than 
architected but, in truth, the original design was intended 
only to move power from a company’s generation to their 
customers with occasional ties to the neighboring girds for 
purchase and sale.  This structure has problems of low 
reliability (99.7%), single point security, and, as with many 
regulated industries, moves deliberately and offers limited 
power products.  Like Telecom, the future will be an 
intelligent management of a central grid (the “Smart Grid”) 
which will encourage smaller, independent, distributed 
Microgrids.   
The Microgrid is a fundamental shift in the relationship 
between the utility and the load and they are resource 

management systems with intimate, real time knowledge of 
the needs and state of each of the users.  Microgrids must 
provide energy management functions similar to a grid.   
Flexibility and real time communication are essential 
elements because they manage the character, state and needs 
of the users.  They also need to provide new power products 
demanded by customers (e.g. triple redundant power, DC 
voltage, complex time dependent curtailment schemes). 
The Microgrid is a collection of generation sources and 
loads that can be separated and reconnected seamlessly and 
bumplessly from the main grid, a process called “islanding.”  
While in the island state, the Microgrid EMS is responsible 
for the frequency and load balance.  When connected to the 
grid, the Microgrid can present itself as a much simpler load 
(e.g. curtailable load, demand response, peak load 
avoidance) and participate in the wholesale power products. 
Typical examples are large factories with internal power 
generation, large commercial or industrial building 
complexes with power generation such as campuses, 
hospitals and data centers.   These often have generation and 
loads that are better handled at low voltage such as 
intermittent generation (wind, solar), new distributed loads 
such as V2G (Vehicle to Grid), and distributed generation 
such as small hydro, biomass, geothermal, CHP (combined 
heat and power) and others.   

2. SAMPLE MICROGRID/INDUSTRIAL PLANT 
 
In order to attract tenants, the Industrial Park would have to 
provide first class power, steam and basic utility systems 
and other benefits from the Microgrid.  A simple example is 
shown below and this can vary markedly from site to site.  
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Figure 1 Time of Use and Demand Constraints 
 
Figure 1 shows the demand curve for a site on a typical time 
of day tarriff.  The on peak (1pm – 6pm) demand charge 
was based on a demand of 40 MW with the real time pricing 
(RTP) at $400/MWh.  The off-peak demand was 120 MW 
with RTP pricing at $45/MWh; so the site worked hard to 
insure they used no more than the demand but always used 
it. In some sites the price is difficult to predict because the 
transmission operator adds a factor know as LMP 
(locational marginal pricing) to manage congestion at their 
node.  The LMP charge can be a large number and can vary 
every 5 minutes.  
 
Figure 2 shows a simplified sketch of the power system at 
an Industrial Park.  The main lines from the utility are 
redundant – often required to come from different 
substations.  These are usually at or near the transmission 
level voltage, shown here as 120 kV on the primary 
windings of the main transformers.   The tariff can include 
both demand charges (charges that are assessed all the time 
whether used or not) and usage charges.  
The main generators at in this example generate at the site 
voltage of 13.8 kV.  A plant in the park can select to be on a 
single or a redundant power supply for some or their entire 
complex.  For example, Plant 2 and Plant 4 and the 
Common System (water plant, sewer plant, and utilities) 
could be on the redundant networks; and, Plant 3 and Plant 
1 on single networks.  The system is operated by the 
Microgrid controller.  
 
Figure 3 shows a simple schematic of one of the plants 
within the complex.  The loads in this plant can be either 
480 V or 12 kV.  There are additional sources of generation 
inside these plants which could be CHP (combined heat and 
power) as noted as G3.   
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Figure 2 Typical Microgrid 
 
 
This is the ideal situation for CHP which is shown here as a 
small gas turbine.  The issue with the CHP is that stand 
alone, it is only 22% -26% efficient but if the heat can be 
used, this number can go as high as 85%.  Inside the 
industrial park, it is feasible to have one user that needs the 
electricity and one that uses the heat making CHP far more 
cost effective. Figure 4 shows the steam system for this 
facility.  Having a heat load is a critical part of a Microgrid.  
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Figure 3 A typical plant 
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In summary, the role of the Microgrid is to manage the 
resources in a facility. It accepts power from the utility 
(Distribution or directly from the grid), sells power to the 
grid, participates in grid regulation  
while supporting the internal facilities with redundant power 
and steam. It also fully utilizes distributed generation, 
maintains heat loads and  
 

 
Figure 5 Microgrid Controller 
 
accepts intermittent power.  An intelligent system accepts 
signals from the utility or grid (e.g. curtail, demand 
response) and determines the scale and strategy of the 
response.  If the grid is unstable then it will execute an 
islanding action seamlessly to its user.  It must also manage 
the other utilities including steam, sewer, process/recycle 
water, air, distilled water, potable water, industrial gasses, 
and the like.  Billing for these services and invoicing for any 
power or power products exported are the responsibility of 
the Microgrid.  It also must cooperate with the grid or utility 
for bumpless reconnection.  Internally to the complex, the  
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Figure 4 Steam distribution  

 
Microgrid controller manages services as selling the heat 
from a CHP, providing redundant power and redundant 
steam, managing carbon footprint and filing of renewable 
and carbon credit energy information and environmental 
reports. 
 

Figure 5 shows a picture or a typical display used for these 
functions. 
To summarize the advantages: 
 
Improved Reliability – redundant sources and ability to 
island.  
 
Deferred Capital Spending for Capacity and Congestion – 
implementation of permanent load shifting, load 
management and creation of ancillary products such as 
regulation up, regulation down  
Reduced O&M Costs – Increased information peer to peer 
allows common O&M desk 
 
Enhanced security and fault monitoring – require by NERC 
Critical Infrastructure Program. 
 
Increased Efficiency of Power Delivery – distributed 
generation, non-traditional sources and CHP or fuel cells are 
much more efficient if they can sell their heat output. It also 
can manage intermittent sources at the local, low voltage 
level.   
 
Improved Electrical System Security – Common security for 
the power, water, sewer and physical assets. 
 
Consumption Management – Access to the wholesale prices 
of power is possible in some states. 
 
Automation – Billing, environmental and other reports are 
automated. ERP and real time information services could be 
offered as much of the information is already in the 
Microgrid. 
 
Peak Load Reduction – Any demand/peak charges are 
monitored carefully and manages with the resources on site 
as allowed by contract.  This could include, in addition to 
Distributed Energy Resources (DERs) (e.g. turbines, 
engines, PV, geothermal, hydro, PV, wind turbines) and 
storage (e.g. batteries, flywheels, plug in vehicles, high 
energy process materials) it can implement strategies that 
use alternate sources of energy such as switching from 
electrical drives to steam turbines or using stored refrigerant 
instead of compressors.   
 
Convenience of Microgrid – There is value for 
documentation of energy conservation project since the 
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detailed submetering is already in place thereby allowing 
the facility to determine where improvements could be 
achieved.  This would include interfaces to loads from 
building systems, SCADA, EMS, DMS, DCS or PLC 
systems. 
 
Energy Conservation and Reduced Costs - The 
measurements and procedures defined above are those 
needed to support the proposed ISO type improvement 
process mandated by the Energy Independence and Security 
Act of 2007, Section 1304.   
 
Convenience – The convenience of having information 
readily available are numerous.  The Microgrid can supply 
detailed analytics of a user’s utility situation along with 
sufficient information to change their operation,  
 
User M&O – We spoke of the Utility M&O, but there is an 
equivalent on the user side that might require information 
exchange with the Utilities. 
 
Enhanced Customer Support -  Microgrid provides both  
much greater data set in real time (not daily like many smart 
meters), real time analytics to find the problem, notification 
by exception and ad hoc trouble shooting.).  
 
General Functions - Real-time access, historian, event 
management, visualization, and notification are part of the 
Microgrid.  
 
Advanced Functions – Detection of grid instability required 
the implementation of synchronous phasors.  In the domain 
of a Microgrid it also includes reasonable sized battery 
storage and ultra capacitors and steam turbines for seamless 
island and resynchronize.  For grid connected systems, the 
Microgrid can monetize surplus power and certificates 
(renewable, carbon).  For “green” users, the Microgrid could 
manage panel carports for employee parking of Plug In 
Hybrid Electric Vehicles (PHEV) or Plug In Electric 
Vehicles (PEV).  
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ABSTRACT 
In order to hit ambitious national targets for the integration 
of renewable energy sources and the reduction of carbon 
emissions, the national Danish transmission operator has 
commissioned the Cell Controller Pilot Project.  
Coordinated smart control of existing distributed assets such 
as wind turbines, co-generation facilities and managed loads 
can support transmission operations during emergency 
condition, while also enabling enhanced market-based 
control over these assets during routine operations.  The aim 
of the Cell Project is to develop the controllers and the data-
acquisition, command, and communication infrastructure 
necessary to realize such wide-area control of a distribution 
grid. 

At the time of the first series of comprehensive field tests in 
late 2008, the pilot solution had been deployed to a 100 km2 
area comprising two co-generation facilities, four 1 MW 
wind turbines, and approximately 5 MW of residential and 
commercial load.  The 2008 Cell Controller release included 
two primary functions.  The first manages the intentional 
islanding of the cell from the transmission system, its 
continued operation under local, distributed generation, and 
its resynchronization with the grid.  The second controls a 
combination of distributed assets as a virtual generator in 
grid-connected operation. 

This report presents the 2008 Cell Project testing. 

1. INTRODUCTION 

1.1. Project Goals 
Over the last decade, Western Europe has experienced a 
number of significant power outages.   Because of the 
predominantly vertical generation-transmission-distribution 
infrastructure, these incidents typically resulted in blackouts 
for very large groups of customers.  That European 

infrastructure, however, is in a state of flux:  the 
accelerating integration of solar and wind generation and 
local combined heat and power (CHP) facilities into the 
system is causing a noticeable decentralization of 
generation.  In theory, it should be possible to leverage these 
increasingly distributed resources so as to ensure secure 
supply to the majority of end-users in case of an outage of 
central generation or transmission.  The first major goal and 
the historical driver of the Danish Cell Project is to move 
beyond the theory, and demonstrate the practicality of using 
exclusively local supply during transmission emergencies. 

Denmark is ideally suited for such an investigation, since, 
compared to most other countries, it currently exhibits a 
high penetration of distributed generation (DG).  Over 
twenty percent of electric demand is already met by wind 
generation, and in fact, wind-generated power periodically 
exceeds national power demand.  Moreover, the nationwide 
installed electrical capacity of decentralized cogeneration 
facilities exceeds the capacity of central power plants.  The 
Cell Controller is being developed in order to tap this vast 
DG resource for enhanced supply security. Under 
emergency conditions, it can disconnect a portion of a 
distribution network from the transmission grid, manage it 
as a stable, islanded network, and, on receiving a signal 
from the transmission system operator, resynchronize it with 
the grid. 

Since the Cell Controller is designed to be available for such 
emergency operation on a continuous stand-by basis, the 
communication and command infrastructure that its 
operation requires must also be on-line at all times, thereby 
creating the opportunity to make use of these resources for 
market-based operations while the grid is in its normal, 
secure operating state.  For example, the Cell Controller can 
coordinate operation of available DG resources in such a 
way as to control active and reactive power flow to the 
transmission grid at given setpoints, thereby making a 
virtual generator of its portion of the distribution system.   
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The second major goal of the Cell Project is to develop and 
demonstrate such market-based functionality. 

The first complete field tests of the Cell Controller and its 
support system took place during Fall 2008, and the full 
range of functionality was verified at that time.  Those tests 
are the primary subjects of this report. 

1.2. Project Development and Goals met To-Date 
The Cell Project is being implemented in a pilot cell on a 
portion of a distribution grid on Jutland, the mainland 
peninsula of western Denmark.  A prerequisite for 
operational capability of a central controller is the 
deployment of the infrastructure necessary to supply the 
controller with all needed measurements on the one hand, 
and to convey its setpoints and other commands back to the 
appropriate power system assets on the other.  Accordingly, 
all assets to be controlled must be equipped with digital 
interfaces that implement the functionality necessary to 
decentralize the regulation as much as possible and to 
supply the Cell Controller with essential data.  Figure 1 
shows the abstract architecture of the Cell Controller 
system; the units labeled as Substation Controllers serve as 
data concentrators.  

Figure 1:  Abstract Cell Controller Architecture 

The implementation of the data acquisition and command 
infrastructure is taking place in three stages.  Figure 2 shows 
the pilot cell and its substations, wind, and CHP plants 
divided into three areas.  At each step of the expansion, one 
area is added to the previously operational area(s).  
Currently, the data acquisition system has been 
commissioned for Areas 1 and 2, and the data are already 
yielding valuable indications of the distribution system’s 

operating regime.  Furthermore, the collected data form the 
starting point of ongoing simulation work. 

Figure 2:  Stages of the Pilot Cell 

Initial analysis of available grid data and generation assets 
showed that both load and wind transients during islanded 
operations and import/export load flow transients during 
grid-connected operation could occur at time scales faster 
than those that the available synchronous machines could 
respond to.  Accordingly, in order to reduce the need to shed 
loads or generators during islanded operation, a 
synchronous condenser (SC) and a fast-switching load bank 
(Secondary Load Controller or SLC) were added to the 
distribution grid.  Furthermore, the SC was equipped with a 
flywheel to increase on-line rotating mass, thereby 
improving frequency stability, especially for the smaller 
grid configurations. 

Concurrently with these on-site hardware installations and 
upgrades, the project team was developing the Cell 
Controller software and a test and simulation environment.  
A professional power system simulation platform was 
selected, which allowed the detailed modeling of both the 
physical grid as well as the digital asset interfaces required 
by the Cell Controller.  Consequently, it became possible to 
let the field-destined Cell Controller application control the 
modeled power system via the field-specified 
communication protocols.  With this set-up, the behavior of 
the Cell Controller-enhanced grid can be simulated 
accurately, and in near real time.  From the Cell Controller’s 
point of view, there no essential difference between 
implementation in the field and implementation in the 
simulation environment.    
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2. FIELD TESTING 
The first field tests of the developed Cell Controller were 
conducted during Fall 2008.    After a variety of grid-
connected testing, the smallest test region (Area 1 in Figure 
2) was “islanded” 28 times.  Prior to live testing, the 
feasibility of all planned test scenarios was verified by 
means of static and dynamic simulations. 

2.1. Structure of the Tests 
Area 1 of the pilot cell comprises two substations (60 kV/10 
kV), the 60 kV tie between them and five 10 kV feeders at 
each of them.  Generation consists of two CHP plants with a 
total of 5 gensets and four wind turbines.  All wind systems 
are stall-regulated, and deliver power via a mechanical 
transmission and a capacitor-compensated, grid-connected 
asynchronous generator. Additional major equipment 
consists of the synchronous condenser and the secondary 
load controller, and a master synchronizer for managing the 
reconnection of the pilot cell to the grid at the 60 kV level. 

A sequence of eight test cases was developed that would 
gradually increase the demands placed on the Cell 
Controller and the islanded power system.  In the simplest 
case, just one synchronous generator was paired with a 
suitable combination of load feeders, with resynchronization 
to follow after a minimum of fifteen minutes of islanded 
operation.  For later test cases and runs, islanding time was 
increased as high as 80 minutes. 

For subsequent test cases, load and generation were 
increased, the SC and SLC were added to the system, and all 
operating modes were tested.  In the penultimate test case, 
wind generation was gradually added to the grid.  The final 
test case called for operating the cell with wind as the only 
on-line power source, supported by the SC and the SLC.   
The relative nominal capacities of the assets made this 
combination rather ambitious:  each of the four wind 
turbines is rated at 1 MW, while the total controllable 
variable load (SLC) amounts to only 1 MW. 

Individual test cases could be repeated with slight variations 
of system configuration or under varied external conditions 
(wind, customer load), so that several test runs were 
conducted for many of the cases.  

2.2. Preparation for Testing 
Prior to going to the field, the Cell Controller was tested in a 
power systems lab environment featuring a variety of 
generators, an SC and SLC, a wind power simulator, and 
loads.   All control algorithms and communication methods 
were validated at this reduced scale by running the lab under 
conditions analogous to each proposed test case. 

Meanwhile, detailed load data from the field was analyzed 
in order to be able to more accurately predict the load flows 
in the pilot cell during the proposed testing period.  The 
analysis included annual, weekly, and daily load 
periodicities.  Consideration was also given to changes in 
grid topology, such different configurations of the 60 kV 
distribution grid or the backfeeding of 10 kV feeders from 
alternate substations.  Fluctuations in wind supply, however, 
were so strong that even short-term power forecasting could 
not be achieved on the basis of available data.  On the other 
hand, it was possible to estimate the range of variation. 

Based on the predicted customer loads and typical wind 
variation, all test cases were analyzed in the simulation 
environment.  The complete distribution grid is modeled in 
software, as are the embedded controllers for generators, the 
SC, and the SLC.  All models were validated with testing 
conducted at the time of infrastructure commissioning.  
Load feeders were modeled by composited general loads 
and were sized based on the analyzed field data. 

The Cell Controller has multiple operational modes. In 
addition to rapid islanding and islanded operation, it can 
also regulate power import/export from the pilot cell during 
grid-connected operation.  So that the Cell Controller’s 
interactions with the power system can be simulated reliably 
and repeatably, each modeled asset includes a command 
interface to the same specification as the corresponding field 
equipment’s.  During dynamic studies, the controller can 
only poll those aspects of the simulated system’s state that 
are analogous to measurements implemented in the field.  In 
addition, operator commands (including those, such as 
enable/disable, that are issued to the controller) can be 
executed at specific simulation times via events, meaning 
that these simulations can be specified precisely and 
reproduced accurately. 

In a first series of simulations, all anticipated operating 
conditions in both grid-connected and islanded states were 
run as simple load-flows.  Already at this stage, some 
invalid conditions were detected:  for example, in some 
flows, the necessary reactive power exceeded the on-line 
generators’ abilities to supply it.  The test plan was modified 
to ameliorate these conditions.  Then, in a second series of 
trials, all (modified) test cases were run as dynamic 
simulations, including variations of load and wind models to 
represent anticipated field conditions.  For each case, the 
risk of unplanned outages had to be minimized, so simulated 
voltages, currents, and frequencies were thoroughly 
analyzed against the distribution network operator‘s 
(DNO’s) grid codes and protection settings (which were not 
changed from those used for ordinary, grid-connected 
operation) .  
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During this process, limitations in the implemented 
algorithms for generation- and load-shedding came to light.  
By adjusting the combinations of assets proposed for the 
field tests (and rerunning simulations for verification), all 
such limitations were avoided during the subsequent fields 
tests.  The simulations also yielded valuable results on the 
limits imposed on the power flows across the grid breaker 
by the need to reliably switch the cell into islanded 
operation.  The net output of all simulation phases were 
thorough and detailed recommendations ranges for 
configuration of the field test scenarios. 

On-site preparation for testing was also carried out in 
several phases.  Well before the planned islanding tests, all 
of the DNO’s customers in the affected area were notified in 
writing of the up-coming work.  Also, plans were put in 
place for the backfeeding of certain critical loads (e.g., a 
local theme park) during the entire test period, effectively 
isolating certain customers from the pilot cell’s substations.  
Furthermore, contracts with producers (wind turbine and 
CHP owners) were put in place to cover the testing period, 
and short-term insurance to cover the remote possibility of 
equipment damage was purchased. 

Over the course of three weeks, the various communication 
and remote control pathways were thoroughly verified to 
assure the full functionality of each asset.  Errors were 
corrected as they were found and tests repeated until correct 
function was confirmed.  This essential preparatory step was 
very time consuming, since every switch, meter, router, 
RTU, etc. of the overall system had to be checked in this 
way.   

With a view toward later analysis of successful tests and 
immediate analysis/debugging of any failed tests, high-
speed waveform recorders were deployed to capture the 
behavior of generating assets, major equipment (SC, SLC, 
master synchronizer), Cell Controller command timing, and 
load feeder restoration. 

The next phase consisted of grid-connected testing of the 
Cell Controller.  First, mode and setpoint control over single 
assets was verified.  Next, by testing the import/export 
setpoint control, coordinated command over the cell was 
verified with CHP plants as the only source of generation in 
the cell.  Finally, import/export control was tested in hybrid 
mode, i.e., with both CHP and wind generation on-line. 

Finally, all islanding test were carried out in a two-week 
window of November 2008, with higher-risk tests during 
the second week, in order to confine the inconvenient 
possibility of multiple, short-term outages to as short a time 
span as possible.  All tests had to be carried out during 
normal working hours Monday—Friday, in order to ensure 

maximum availability of DNO’s engineers and linesmen in 
case of a problem. 

2.3. Results 
The 2008 field testing successfully achieved its major goal:   
to demonstrate the correct and coordinated operation of the 
Cell Controller, major equipment (SC, SLC, master 
synchronizer), and the supporting command, 
communication and data acquisition infrastructure on a live 
power system across a variety of test scenarios.    In 
particular, the cell was intentionally islanded from the grid 
28 times during testing.  For all scenarios, the Cell 
Controller and its supporting equipment maintained the 
islanded cell within grid codes, and for all but the wind-only 
case, the cell was successfully resynchronized with the grid.  
When necessary, the Cell Controller managed the shedding 
of loads or generation, and restored customer loads while 
engaged in “islanded” operation.   

Nevertheless, despite the painstaking preparation for testing, 
several unintentional outages did occur.  In each case, the 
root cause was subsequently identified.  For example, some 
of the low-voltage auxiliary systems at one CHP plant were 
connected to a feeder different from the one supplied by the 
plant, and this connection was not documented.  A 
deliberate load shedding operation thereby caused an outage 
at the plant, resulting in the loss of several MW of 
generation, causing the cell to black-out.  Also, all runs of 
the wind-only test case eventually resulted in black-outs.   
Due to the small size of the cell, the relative granularities of 
available loads and wind generation were low.  
Furthermore, the capacitive effect of the underground 
portion of the 60kV tie between the two cell substations 
could not be fully compensated by the SC.  Consequently, 
taking into account the wind conditions at the time of a test 
run, there was no combination of available assets that the 
Cell Controller could have used to keep the active and 
reactive power balance in the cell. 

In the final analysis, none of the outages was the result of a 
Cell Controller malfunction.  One project target was not 
reached consistently, however:  a time gap of at most one 
second between issuing the command to open the grid 
breaker and the islanding of the cell.  While the measured 
gap value was under 1 s for the majority of test runs, 
communication delays and processing times pushed it over 
2 s several times.  Nevertheless, this is a respectable value 
that may, in the end, prove sufficient in practice. 

In addition to showcasing Cell Controller functionality, the 
field tests were a valuable opportunity to the efficacy of the 
major equipment added to the power system as part of the 
Cell Project.  In particular, the synchronous condenser 
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contributed to voltage stability, while the secondary load 
controller managed active load. 

The mini-island test was an ideal way to showcase the SC 
and SLC:  during this test, the (mini-)cell consisted of a 
single wind turbine (0.69 kV) and the SC and SLC (both 0.4 
kV), connected via a 10kV busbar.  Figure 3 shows the 
action of the SLC during this test, and how precisely its load 
followed the highly variable turbine output, and how 
precisely frequency was maintained near the 50 Hz setpoint.    
As the plot shows, winds were highly variable during the 
test period, and after 5 minutes, a gust pushed production to 
well over 1000 kW (the maximum load of the SLC).    
Unsurprisingly, frequency then rose to 51 Hz, at which 
speed the wind turbine’s overfrequency protection kicked 
in, ending the island. 

Figure 3:  Effect of the SLC During the Mini-Island Test 

In the mini-island test, the SC serves as the primary regular 
of cell voltage, as illustrated in Figure 4.  In order to 
maintain system voltage, the SC must provide exactly the 
reactive power needed by the turbine’s asynchronous 
generator, which is known to be proportional to the square 
of its active power production.    Comparison of Figure 4 
with Figure 3 illustrates the relationship.  While the SC is 
regulating voltage, it maintains its voltage within 10 Volts 
of its 400 V nominal voltage.  The greater deviation at the 
start of the island period is due to a delay between opening 
the breaker to form the island, and the SC’s switch into 
appropriate control mode. 

Finally, Figure 5 shows the Cell Controller regulating active 
power flow across the cell’s grid breaker to specified 
setpoint by controlling two CHP units.  The exact setpoint 
cannot be maintained, of course, since the control loop 
cannot run so fast that the CHPs must react to every 
variation in net load due to the stochastic changes in wind 
production and user loads. 

Figure 4:  Effect of the SC During the Mini-Island Test 

Figure 5:  Import/Export Control 

3. ONGOING DEVELOPMENT OF THE CELL 
PROJECT 

After the successful testing of a small pilot cell consisting of 
Area 1 only, additional comprehensive testing for Areas 1, 
2, and 3 combined (see Figure 2) is planned for 2009, 2010, 
and 2011.   With the expanded grid, over 40 wind turbines 
and five CHP gensets will be added to the pilot cell’s asset 
mix.  Because the expanded wind portfolio will be widely 
distributed, one can expect that the fluctuations of individual 
turbines will balance each other out more completely than 
during the first phase of testing, so additional synchronous 
condensers and secondary load controllers are not planned 
at this time.  

In addition to an expanded pilot cell for 2009, 2010 and 
2011 testing, the current project phase calls for extensive 
Cell Controller development.  First, the overall architecture 
continues to evolve with an emphasis on modularity and 
scalability.  Also, existing algorithms are undergoing a 
thorough review/revision process.  In addition, entirely new 
functionality is being added to the Cell Controller in the 
form of software modules.  For example, an expanded 
virtual generator control will be implemented in grid-
connected mode that will allow multiple arbitrary, 
independently controlled combinations of a cell’s generating 
units to be made available as virtual generators on a market 
basis.    
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Furthermore, a closer coupling of the cell controller with the 
DNO’s SCADA system together with integrated topology 
management will enhance system reliability and give the 
Cell Controller the ability to respond dynamically to the 
changing switch states of the larger pilot cell.  Finally, the 
cell controller will have the ability to manage voltage 
locally, i.e., on a per-substation basis. 

4. WIDER APPLICABILITY 
Fundamentally, the Danish Cell Project is about smart 
distribution grids.  While the particular asset mix – heavily 
weighted toward wind and heat/power co-generation – of 
the Pilot Cell is probably unique to Denmark, the general 
mix – distributed generation and managed loads – is not.  
Whether driven by greater energy independence, reduced 
carbon emission or the bottom line, photovoltaic production, 
wind-based production, plug-in electric vehicles, and smart 
homes, among others, will increasingly become part of a 
DNO’s landscape.  The success and continued expansion of 
the Cell Project establishes how smart participation of 
increasingly diverse and distributed resources can be 
leveraged for supply security and market operations.  

5. PARTICIPATING COMPANIES 
Energinet.dk, based in Erritsø, Denmark, is the national 
transmission system operator for electricity and natural gas 
in Denmark and owns the Cell Project.  Per Lund and Stig 
Holm Sørensen manage the project for Energinet.dk. 

Spirae, Inc of Fort Collins, Colorado, is responsible for 
execution of the Cell Project, including design, 
development, implementation and installation of the Cell 
Controller (Brendan Keogh, team leader) and the 
communication and command infrastructure (Nobin 
Mathew, team leader).  Oliver Pacific and Sunil Cherian 
manage the project at Spirae. 

Energynautics, GmbH of Langen, Germany has primary 
responsibility for modeling and simulation work in the Cell 
Project, and jointly worked out the project concept with 
Spirae.  Simulations for the project were conducted by Nis 
Martensen and Eckehard Tröster, and Thomas Ackermann 
manages the project at Energynautics. 

Syd Energi A/S, based in Esbjerg, Denmark, owns and 
operates the pilot cell’s distribution network.  At Syd 
Energi, Niels Graves Christensen coordinates with the Cell 
Project. 
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Dr. Cherian has extensive experience in distributed energy 
applications. He is a frequent speaker at industry 
conferences and workshops and has been active in 
establishing the GridWise Alliance that promotes the 
adoption of innovative IT solutions for the transformation of 
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Abstract 

The IT infrastructure of the modern power grid will 
incorporate advanced network communications and 
data metering, cyber-security infrastructure, 
publish/subscribe information services and a variety of 
automated demand/response analytics. To achieve this 
vision, a complex set of IT platforms and  energy 
management services must interact as a collaborative 
network, rich in the exchange of actionable information. 
A significant challenge will be information 
interoperability.  

The GridWise Architecture Council (GWAC) has 
developed an Interoperability Context-Setting, 
Framework that defines eight layers of interoperability 
required to establish the modern grid. A few of the layer 
elements, such as basic hardware interfaces and network 
connectivity are available as commodity IT. However, 
there is considerable complexity in achieving 
interoperability in GWAC layers 3 and 4, the syntactic 
interoperability and semantic understanding of data. 

If two or more systems are capable of communicating 
and exchanging data, they are exhibiting syntactic 
interoperability. Standardized data formats and 
communication protocols are fundamental to achieving 
syntactic information interoperability. Semantic 
interoperability is the ability to automatically interpret 
the information exchanged in a meaningfully and 
accurate manner. To achieve semantic interoperability, 
systems must share a common concept exchange model 
and interpret axioms in the domain of discourse. 
Expressing concepts and intent in the information 
exchange model is complex. To succeed it must be 
unambiguous and in machine interpretable form.  

This paper presents information systems architecture, 
information modeling and design patterns developed to 
address syntactic and semantic information 

interoperability.  Application to both the GWAC 
Interoperability Framework and IEC Common 
Information Model (CIM) are discussed. An information 
interoperability model will be presented and used to 
discuss technology concepts as well as map information 
system functional needs to semantic technology 
platforms, languages and standards.  

Introduction 

The power grid is in  an  ev olutionary state. Currently , 
driven t hrough l egacy t echnologies and c ontrolled 
predominantly through manual techniques. However, inside 
the engineering d epartments and p ilot p rojects of u tility 
companies and energy applica tion providers the power grid 
is migrating t owards t he vision of t he s mart gri d where 
sophisticated in formation man agement systems will  b e 
integrated with power ge neration a nd di stribution sy stems 
and tog ether will au tomate and  optimize ho w en ergy is 
produced, distributed and consumed.    

The m odern power grid stands, pe rhaps, as the next large 
scale technology evolution. One can draw many similarities 
to the evo lution of th e in ternet as it grew from  a disparat e 
set of het erogeneous sy stems wi thout any  pri or f ormal 
means of int egration t o a  very la rge scale and open 
community of web ser vers and their dat a l inked through a 
new generation of web protocols, we b st andards a nd 
advanced sea rch e ngine t echnology. Another si milar 
technology pro gression was th e system s integration t hat 
corporations have rec ently achi eved as t hey t ied t ogether 
their disparate em ployee, payr oll, f actory, pr oduct and 
customer data systems using a new generation of advanced 
data integration and application integration platforms. 

The modern power grid vision is quite similar to these two 
examples of t echnology e volution. T he m odern g rid m ust 
also address large scale systems integration and will require 
evolution of n ew st andards s pecific to the energy dom ain. 
However, th e p ower grid  will also  requ ire in tegrating 
complex powe r a nd anal og based elem ents and  touche s 
many human safety and regulatory issues that where far out 
of the scope of the internet or the corporate  IT evolution.  
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The modern p ower gri d stands as a large scale systems  
integration challenge with  the g oal of in tegrating both new 
and l egacy co mponents t o b ecome a sui te of col laborative 
energy gene ration, di stribution and dem and management 
systems.  A distributed and complex syste m that lin ks 
energy m anagement sy stems i n hom es, com mercial and  
industrial com plexes with an en terprise of  en ergy 
generation an d di stribution choi ces f or t he pur pose of 
optimizing the way energy is produced and consumed. 

 Many facets of integration and inte roperability must be  
addressed suc h as;  net work i nterfaces and protocols, 
instantiation of power device software in terfaces, new 
business processes an d o rchestration m ethods,  re gulatory 
processes, l oad m anagement a nd b usiness workflow 
algorithms and importantly the data all th ese systems must 
interchange and process t o as certain what is occurring 
across t he m odern p ower e nterprise. Thi s paper di scusses 
technology and architecture c oncepts addressi ng 
information integ ration an d in teroperability, argu ably, a 
fundamental a spect of in tegrating the components that wil l 
comprise the modern power grid. 

1. POWER SYSTEMS INFORMATION SOURCES 
Currently, most utility companies have limited capability for 
interoperability acro ss th e ap plications asso ciated with t he 
power ge neration a nd di stribution sy stems. Th erefore, t he 
modern power grid vision must address integrating a fai rly 
heterogeneous set  of l egacy and ne w energy  sy stems 
applications and the variety of disparate data they produce . 
Figure 1 offers a conce ptual vi ew o f t he t ypical sui te of 
components that support po wer gri d ope rations and wi ll 
serve as e nterprise i nformation sources. The m odern grid 
will ho st a wide variety of op erational ap plications that  
include; 

Energy Management Systems (EMS), Distribution 
Management Systems (DMS) and Outage Management 
Systems (OMS) t hat m onitor, co ntrol, and optimize the 
performance of the generation and distribution systems and 
capture ope rational and anal ytical data (i.e. SCAD A) tha t 
represents t he gene ral st ate of grid o perations a nd power 
system components.  

Advanced metering infrastructure (AMI) that senses a nd 
captures co nsumption data at resid ential, co mmercial an d 
industrial sites.  

Geographic Information Systems (GIS) that manage data 
which re presents t opological and geospatial i nformation 
about grid components and their state. 

Customer Information Systems (CIS) a nd ot her Back 
Office and Front Office systems that coll ect and m anage 
customer information and account data as well as maintain 
project, planning an d e ngineering data u sed by t he power 
provider and utility organizations. 

Asset Management Systems th at m onitor in stallation 
locations an d ot her at tributes, de vice co nfiguration, 
equipment performance, inspection and maintenance history 
and pending work orders as wel l as measurements an d 
controls of Smart Grid devices. 

Demand Response Systems (DR) will serv e t o au tomate 
enterprise lev el g rid operations and  perform fu nctions that 
provide ra pid and un-attended a utomation o f cu rtailment 
based on  price o r grid  i ntegrity, au tomate lo ad con trol, 
automate fail ure respo nse, facilitate e-co mmerce lik e 
dynamic pricing and perform control over distributed power 
generation and storage systems. 

IT Infrastructure will b e a critical p art o f t he m odern 
power g rid an d will p rovide en terprise wid e n etwork 
management and sec urity servi ces t o e nable rel iable an d 
assured information operations. 

 

 

Figure 1 Power Systems Information Sources 

Information Collection  

From t he description of p ower sy stems com ponents i t is 
recognized that data collection and persistence will exist at  
many l evels acros s t he m odern p ower ent erprise. To 
perform t he aut omated de mand res ponse and c ontrol 
functions envisioned for the smart grid the distributed suite 
of power system s co mponents will need to collaboratively 
publish and process information.  It is clear th at in addition 
to the wide array of network and int erface le vel of  
interoperability issu es t hat must b e add ressed t here also 
exists a complex integration and interoperability need at the 
information level. To operate as an  integrated enterprise the 
enterprise sui te of p ower sy stems co mponents nee d a 
common vocabulary to interchange data structures and will 
require a dvanced i nformation processing ope rations t o 
facilitate interpreting and understanding what the distributed 
and disparate data represents. 

2. INFORMATION INTEROPERABILITY 
The GridWise  Arc hitecture Council (G WAC) wa s fo rmed 
by the U.S. Department of Energy  (DOE) to promote and 
enable interoperability am ong the m any entities that will 
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interact withi n the electric  powe r system . The GWAC  
developed an  Interoperability Co ntext-Setting Fram ework, 
shown in  Figu re 2, as a mean s to  defin e in teroperability 
areas that nee d to be addre ssed to achieve the vision of the 
modern power grid. The GWAC framework  describes eight 
categories of system in teroperability th at ran ge fro m lo w 
level n etwork and  system  co nnectivity, up throug h data 
interchange, business pro cess in teroperability an d at the 
highest level of application interoperability defines elements 
of regulatory and economic policy integration.  

The GWAC interoperability categ ories 3  and  4  relate  
specifically to  d ata an d call o ut two  lev els o f in formation 
interoperability; Syn tactic  and  Semantic in teroperability 
respectively. The GWAC m odel defi nes sy ntactic 
interoperability as th e cap ability fo r syste ms to  ex change 
and understand common data structures. The GWAC model 
defines sem antic in teroperability as th e cap ability fo r 
systems to  und erstand con cepts in th e data th ey ex change. 
Achieving th is lev el of in teroperability i s co mplex and 
requires ap plication of s upporting arc hitectural desi gn 
constructs , in formation m odeling t echnologies and 
information management services.  

 

Figure 2 GWAC Interoperability Framework 

Through ou r Micr ogrid research, Bala nce E nergy has 
explored t echnology t o ad dress i nformation u nderstanding 
in sup port o f ach ieving GW AC lev el 3  and 4 
interoperability. Balan ce d eveloped an  In formation 
Understanding Refere nce M odel (IUM) th at rep resents t he 
content e xpressiveness (i .e. semantic st rength) of va rious 
information rep resentation tech nologies a nd arc hitectural 
techniques . The IUM serve s as a refe rence model to hel p 
architects un derstand t he di fferent l evels of c ontent 
expression that can be achieve d when designi ng and  
integrating information systems.  

The va rious l evels di agrammed i n IUM  desc ribe 
information m odeling t echnologies and architectural 
techniques tha t enable syste ms to expres sively excha nge 
data and  ultimately u nderstand t he con cepts in  the data 

being exc hanged. I n t he I UM hi erarchy, th e lo west tier of 
information rep resentation is raw d ata and  lack s fo rmal 
content exp ression (i .e. wea k sem antics). As t he sem antic 
hierarchy rises raw data is tag ged with m etadata an d 
becomes a sophisticat ed i nformation st ructure offering 
richer content expression that leads to more effective search 
and active discovery m echanisms. At the very top of the 
hierarchy, dat a i s express ed wi th f ormal ont ological 
modeling t echniques an d carri es very ri ch c ontext 
expression that provides mechanisms fo r in formation 
understanding and enables interpretation and reasoning.  

Weak Semantics

Strong Semantics

Entity Attribute Schema

Definition & Controlled Vocabulary

Entity Classification, Relationships, Hierarchy

Theory, Axioms, Hypothesis, Proof, Trust

Concept Classification & Semantic Networks

•RDBMS
•File

•Topic Maps
•XML Schema
•MetaData
•Canonical Data Model
•Feature DataBase
•Business Rules
•Policy Statements

•Lexical & Contextual Reference
•GeoSpatial Gazetteer
•Data Mediation/Translation

•Higher Order Logics
•Probability Theory
•Fuzzy Logic
•Description Logics
•Propositional Logics

•Knowledge Transfer Schemas
•Frame Languages
•Semantic Networks
•Semantic Markup

Formal Ontological Models

Taxonomy  & Data Mediation

Raw Data

Information Understanding Reference Model  

Figure 3 Information Understanding Reference Model 

The IUM hierarchy highlights the fact that various levels of 
information ex pressiveness ex ist with in th e GWAC 
semantic an d syn tactic layers. Th e IUM offers i nsight in to 
how a pplications ca n m arkup a nd m odel data t o be  m ore 
semantically and sy ntactically expre ssive.  The di fferent 
levels of con tent modeling described in the IUM hierarchy 
can be leve raged to a ddress specific a reas of inform ation 
interoperability and  en sure a rich er degree of i nformation 
integration and interoperability in the modern power grid.  

There are  two significant information un derstanding 
techniques  described in IUM and each must be planned for 
to ach ieve in formation in teroperability. First, th e 
“Taxonomy and Data Mediation” approach,  bounded by the 
circle in  th e IUM d iagram. Th is circle in  IUM bounds th e 
facets of syntactic interope rability and correspondingly 
maps to  layer  3  of  the GWAC. The Taxonomy notion ( i.e. 
metadata model)  add resses t echniques used t o de fine t he 
composition a nd co ntent o f dat a st ructures an d e nables 
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software systems to share a common syntax, vocabulary and 
common methods o f i nformation t ranslation. A C ommon 
Information M odel (CIM) i s bei ng derived by  t he 
International Electro  technical Com mission (IEC) a nd the 
smart g rid commu nity. Th e CIM is an exam ple of a  
controlled vocabulary used for common data interchange. In 
formal information modeling terms the CIM is a  taxonomic 
model an d falls at th e taxono my lev el sh own in  t he IUM.  
Note from the IUM that in addition to establishing a CIM a 
complete solution must also address Data Mediation such as 
policy based information t ranslation and supporting lexical 
references and gazetteer se rvices to ac hieve full GWA C 
level 3 syntactic interoperability.  

The second technique applied to information understanding 
is “Fo rmal O ntological M odels” an d i s bounded by t he 
rounded rectangle in IUM. This t ier of IUM diagrams how 
systems can e xpress the concepts, intent and beliefs held in 
data. Developing semantic models to describe concepts and 
intent i n a domain req uires s ophisticated algorithmic 
constructs and h ighly ex pressive sem antic rep resentation 
languages that enable m achine infe rence and reasoning. A 
variety of al gorithmic techniques are typically incorporated 
into semantic representation languages su ch as Set Th eory 
and Bayesian  Statistics. This area of IUM maps to GWAC 
level 4 , sem antic in teroperability. Th e IUM g ives so me 
examples of semantic representation models and algorithmic 
techniques used to express the concepts and meaning held in 
data.   

It i s important to analyze and derive a holistic design plan 
for the information tagging and semantic markup during the 
enterprise arch itecture an d syste m integration d esign 
activities. Designing a co mmon enterprise data model as an  
independent activ ity o nly ad dresses h alf of th e in tegration 
need, p olicy based dat a m ediation, dat a re ference se rvices 
and s emantic rep resentation l anguages are i mportant 
supporting elements to the data model design.  This holistic 
approach en ables th e en terprise data m odels to be 
considered as  an elem ent of  th e overall in formation 
management fabri c a nd fosters an i ntegrated an d l ow ri sk 
information management plan. 

3. INFORMATION INTEROPERABILITY 
ARCHITECTURE PATTERNS 

Balance Ene rgy has a pplied va rious i nformation 
interoperability p atterns du ring th e cou rse o f  d eveloping 
architectures fo r inform ation in tegration proj ects. Sev eral 
are presented here as e xamples of integrat ion m ethods t o 
address informatio n in teroperability at GWAC lev el 3 
(syntactic in teroperability) an d GWAC  lev el 4 (sem antic 
interoperability) . 

Syntactic Solutions 

Canonical Data Model : Application of an en terprise wide 
data sch ema th at is u sed as a co mmon data in terchange 
model for all components in a system. The canonical model 
defines a com mon t axonomy for i nterchanging data. D ata 
types, th eir attribu tes an d t heir hierarc hy are all typically 
defined.  The canonical model offers a mechanism to avoid 
the N2 problem that occurs  when applications in a system 
must maintain translation to every other existing schema in 
a system. With the canonical model all systems only need to 
convert fro m th eir native sch ema to  th e canon ical d ata 
model. The IEC-61970 Common Information Model (CIM) 
is an example of a canonical data model. 

Policy Based Information Mediation: A rep ository of  
rules a nd underlying data t ranslation m ethods created t o 
define fl exible, rul e-based mapping between dat a el ements 
in a system. The policy based mediation offers a mechanism 
to m ake d ata in terchange programmable and  ex tensible 
versus developing hard coded data mapping software. 

Lexical Reference: A se t of software services a nd 
underlying vocabulary dat abase used as  a re ference to 
lookup the accep ted meaning o f words or data types when 
translating or interpreting data. 

Semantic Solutions 

Decision Trees: A decision tree is a decision support model 
that uses a tre e-like graph of decisions a nd the possible s et 
of c onsequences o r o utcomes.  Sem antic dat a t ranslations 
can be expressed in the tree graph by providing logic driven 
paths that are transversed and mapped to derive a sel ected 
data tran slation. One benefit o f a tree graph is th at it can 
offer s ophisticated m echanisms o f on tology m erging 
through l inking i n g raphs from ot her s ystems for t he 
purpose of correlating the meaning of concepts in different 
systems.  The ontol ogy translation is a mechanism to 
perform dynamic, machine based information understanding 
when exchanging data between systems with disparate data 
models. Th is typ e o f capab ility is  requ ired to  ach ieve 
GWAC lev el 4  i nteroperability –  und erstanding an d 
interchange o f conce pts i n different sy stems.  A pop ular 
semantic rep resentation langu age fo r building t his typ e of  
semantic graph is the RDF/XML W3C standard.  

Enterprise Knowledge Base: A Knowledge Base persists a 
formal ontological model for a specific domain of discourse. 
A kn owledge b ase is sig nificantly more ex pressive then 
syntactic metadata tagg ing. It in corporates techniques su ch 
as pre dicate logic or s ophisticated sem antic repre sentation 
languages wi th em bedded a lgorithms that enabl e m achine 
understanding, l earning an d inference. A  p opular sem antic 
representation language for building ontology’s is the OWL 
W3C standard.  
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Information Provenance and Pedigree Models: This is a  
technique to provide tracea bility and unde rstanding of the 
heritage of da ta as it is  exchange d acros s an enterpris e. 
Incorporates a  prove nance fa mily-tree ont ological m odel 
with supporting query over ancestor or descendant resources 
and data sy stems. Pro venance i nformation helps data 
consumers und erstand an d trust data an d also  en ables a 
variety of useful anal ysis t ools. Pr ovenance i nformation i s 
frequently used to  enable systems to  reconstitute corrupted 
data (wh ether d ue to  malicious attack  o r error) an d allows 
authorized us ers t o p ropagate warni ngs t o do wnstream 
process and derived data resources. Provenance information 
can provide a  use ful record of  w hich resources a re used 
most o ften or sup port critical mission activ ities. Syste m 
analysts can  use th is in formation to  id entify resources th at 
should be m ade hi ghly avai lable o r r equire g reater 
protection ag ainst cyb er attack . Ad ditionally, th e 
provenance fa mily t ree can ai d di scovery, by  gi ving users 
information about rel ated res ources or  other data de rived 
from the sa me ancestors. When a grid outage has occurred, 
outage m anagement syste ms can use Provenance and 
Pedigree info rmation to  reco nstitute data sets and  track 
points of  server failure or data corruption.  

Knowledge Portal, Wiki and Communities of Interest 
(COI) : Includes use of a web portal or semantic wiki with 
sophisticated natural lang uage query, seman tic search  an d 
knowledge authoring tools, community forums, etc.. Fosters 
the devel opment of large  scale, enterprise -wide us er 
communities a nd so cial n etworking p aradigms th at al low 
users to sea rch a nd acce ss data from othe r sim ilar 
communities of interest as well as l ink together knowledge 
bases fro m related  co mmunities to  b uild b roader so cial 
networks. As the smart grid vi sion proceeds forward users 
will ultimately seek to form communities of interest within 
and across neighborhoods (i.e. residential home owners with 
smart therm ostats) .  The CO I forum s will share tips and 
experiences on how to better understand  and optimize home 
energy systems. Fostering  network co mmunities is qu ite 
popular in the internet and computer industry as it h elps to 
reduce th e overall co sts associated with tech  su pport 
resources. It is q uite co mmon fo r th e depth and  quality of 
information available on comm unity forum s to far exceed 
the quality of live tech support or information contained in 
product manuals.  

4. INFORMATION INTEGRATION USE CASE :  
MICROGRIDS 

Energy p olicies are pr omoting a nd re warding ene rgy 
efficiency. This is motivating a n ationwide d esire to  
increase the application of re newable ener gy res ources, 
distributed g eneration (D G) an d su pporting energy stor age 
devices. D G i nstallations and particularly vari able, 
renewable en ergy s ources are e nvisioned t o b e a key 
component o f t he m odern power grid. Successful 

application o f di stributed generation requires an ent erprise 
level, sy stem pers pective whi ch vi ews gener ation a nd 
associated loads as an integrated and autonomous subsystem 
or a “Microgrid”. Researc h and federally fu nded pil ot 
projects ha ve dem onstrated t hat distributed generation 

operating within  a Micro grid is a viable energy efficie ncy 
option and has the potential to g reatly improve our energy 
generation and reliability issues. 

A Microgrid is a localized, scalable, and sustainable powe r 
grid con sisting of an ag gregation of el ectrical and t hermal 
loads and corresponding energy generation sources capable 
of operating i ndependent o f t he l arger grid. M icrogrid 
components include; distributed energy resources (including 
demand management, storage, and generation), control and 
management, secure ne twork an d communications 
infrastructure, and assured information management.  When 
renewable energy resources are included, they usually are of 
the form of wind power, solar, hydro, geothermal, waste-to-
energy, and combined heat and power systems.   

Microgrids perform dy namic cont rol o ver energy s ources 
enabling autonomous and automatic, self healing operations. 
During normal or  pea k l oading o r at  t imes of  p ower grid 
failure t he Microgrid ca n operate i ndependently fr om 
the larger grid an d i solate i ts ge neration nodes an d l oads 
from t he di sturbance wi thout affecting t he larger grid’s 
integrity.  Independent Microgrid operation can offer 
higher reliability an d cost efficien cy th an th at pro vided 
by traditional grid control. 

The Microgrid is bot h an energy m arket cons umer and 
provider of electrical power. Microg rids in teroperate 
with existing power systems, inform ation syste ms, and 
network infrastructure. The Microgrid may take the several 
forms, such as a utility metropolitan area, a shopping center, 
industrial pa rk, college  campus or a sm all energy efficient 
community. 

 A tech nical co mplexity fo r Microgrids is enterprise lev el 
data sensi ng, monitoring a nd c ontrol of t he di stributed 
components.  Microgrid operations will need t o s upport 
complex sy stem funct ions s uch as; new energy sources 
being ad ded to t he M icrogrid wi thout m odification of  
existing components,  dynamic and a utomatic orchestration 
of D G s ources, a utonomous an d sel f healing operations, 
connect t o or isolate from th e t ransmission grid in a 
seamless fashi on a nd m anage reactive and active powe r 
according to the changing need of the loads.  

The Microgrid operations described a re quite dynamic and  
address l ow l evel cont rol o f m any M icrogrid com ponents. 
New a nd lega cy com ponents will com prise the Microgri d 
and the grid enterprise will be operating as a distributed and  
collaborative s uite of co ntrol , generat ion, distribution a nd 
load nodes.  The m ost fu ndamental Micr ogrid operations 
will require a co mmon data exchange vocabulary to enable 
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the distributed components to share control and status data 
as well as provide a m echanism for ne w sources to publish 
source, lo ad an d power capab ilities.  Ad vanced d emand 
management and price a ggregation w orkflow o perations 
will requ ire enterprise-wide in formation ex change an d 
interpretation m ethods. Control ope rations like dy namic 
decisions to  island th e grid or orch estrate d istributed 
generation will req uire real -time monitoring and  co mplex 
information anal ytics. Ad ding new c omponents a nd 
integrating leg acy syste ms will req uire ad ding d ata 
translation and  interoperability services. As described in the 
GWAC Framework a nd NIST Smart Grid c onceptual 
models, in formation in terpretation and  in teroperability will  
be a significa nt and necessary ele ment of m odern power 
grid operations. 

5. CONCLUSIONS 
Information m anagement concepts an d sy ntactic and  
semantic tech nologies h ave prog ressed i n parallel with  th e 
recent c omputer system s and IT e volution. Architectural 
techniques now ex ist to  en able in formation un derstanding 
and inferen ce th at p reviously were o nly atte mpted in  
university and industry research lab experiments. Semantic 
technology has evolved to be well understood and practiced. 
Computer, network a nd i nformation persistence 
technologies have e volved a nd are c urrently posi tioned t o 
enable high performance co mputation an d or chestration of 
the types o f so phisticated so ftware sy stems required  to  
perform machine based i nformation i nterchange a nd  
understanding. It  can be concluded that the  G WAC vision 
of ent erprise i nformation un derstanding i s reaso nable an d 
in-line wi th current IT technology. Th rough experienced 
application of th e typ es of in formation u nderstanding 
patterns d iscussed i n th is paper an d th rough su pporting 
enterprise arc hitecture design the modern power g rid an d 
broad sm art g rid vision ca n be addressed an d fostered to 
stand as a major p articipant in  t he next sign ificant 
technology evolution. 
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Abstract 

The common understanding of interoperability and 
conformance testing and their interrelatedness is fraught 
with inappropriate assumptions and false ideas. Myths like 
conformance tested products are automatically interoperable 
and interoperability tested products are automatically 
conformant lead to greatly diminished returns within the 
Smart Grid and other industries. Testing programs intended 
to help an industry implement interoperable products can 
instead hinder the industry if wrong conclusions are made 
regarding the interoperability and conformance of its 
products.  

This paper provides logical proofs and mathematic theorems 
to help in this needed analysis. The paper works out the 
mathematical basis for the probability of correctness for 
many cases of conformance and interoperability testing 
procedures. Understanding and application of this 
probability analysis allows for implementers to better assess 
the expected results from certified testing programs.   

This paper provides a logical and mathematical foundation 
for guidance in answering some critical questions a test 
program must consider, such as: 

• How many implementations must be tested for an 
interoperable product or a conformance engine to 
become reasonably conformant? 

Depending upon the error rates within the 
products being tested, it normally takes 
between 5 to 10 implementations to ensure 
reasonably conformant results. 

• How do you test for both interoperability and 
conformance? 

The answer for this requires an in-depth 
understanding of the theorem, but the simple 
answer is that that one implements a simple 
‘error generator’ for the interoperability test.  

 

• Why do we have to be careful if organizations 
developing the products and the conformance or 
interoperability testing organization have 
significant communication about the standard? 

The theorem is based on random errors. If 
there is too much communication between 
developers then the errors are less random and 
will escape through the testing. 

• Do we always need to test for both conformance 
and interoperability, or are there cases where we 
can save resources by only doing one and achieve 
or closely achieve the other? 

This depends upon the complexity of the 
specification/standard being tested. Less 
complex standards can often be completely 
conformance tested. More complex standards 
are often not, in that they are built on other 
existing standards which are ‘not’ 
conformance tested. These underlying 
standards/toolkits are what cause the problems 
and require more complex standards to always 
be both conformance and interoperability 
tested. 

 

1. INTEROPERABILITY AND CONFORMANCE 
TEST STRUCTURES 

1.1. Introduction 
In order to purposefully discuss interoperability (IOP) and 
conformance testing, it is important to fully comprehend the 
industry concepts and lingo in this arena.  Several concepts 
must be discussed to enable a clear understanding of the 
various complexities and nuances involved in both types of 
test structures. 

These tests are verifying the accuracy of various 
implementations of a specification.  A specification is a pre-
test agreement among implementers with sufficient detail 
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Conformance Engine Matrix  

Data Points: N 
Degrees of Freedom: N-1  

CE R1 

R2 

Rn 

Figure 1 

Conformance 

R (domain) Domain  Range  

R is a mathematical relationship.  R acts like a Black Box for testing purposes. 

Figure 2 

and exactness as to allow the evaluation of an individual 
implementation’s accuracy with regard to meeting the 
specification’s conditions.  This covers profiling as well as 
specifications that are not standards but are done when two 
or more companies decide to intercommunicate in a more ad 
hoc manner. Finally, it may cover all standards, such as 
HTTP, on which the specification is based. This is necessary 
because a specification is often tested for conformance or 
interoperability (IOP), yet does not test the supporting 
building-block standards.  These base standards may not be 
conformant in the implementations and could potentially 
cause an interoperability problem.  For example, when using 
HTTP, the systems under test (SUTS) do not know whether 
the code is conformant to HTTP specifications or if it has 
been profiled correctly across all the implementations.  

It is not possible to answer all of the introductory questions 
without a significant understanding of the following math 
proofs. The significant theorem that results from this 
endeavor is:  

( ) MNAPE -1  
The theorem is explained in detail in the following. 

1.2. Conformance Test 
A conformance test of an application shows that the 
application conforms to the specification by interacting with 
the conformance engine application.  During this type of 
test, the conformance engine (CE) generates output and 
receives input which is evaluated by implementations R1 
through Rn-1 (Figure 1) and the CE.  Both input and output 
from the interaction with the CE are expected to be 
conformant to the specification. The CE output is NOT 
evaluated by the conformance engine itself, because it is 
expected to be correct.  The only verification that the CE 
output is correct comes by consensus from the participating 
systems R1 through Rn. 

An implementation of a specification is said to be 

conformant to the specification, IF and only IF, the input 
domain(x, y,..), and the output range(a, b,…) of the  
implementation meet the requirements of the specification 
and the relation, range= R(domain), when R implements the 
requirements of the specification.  This is a normal Black-
box with input and output.  R is the BLACKBOX, the input 
being the domain and the output being the range. See Figure 
2.  The dependant and independent variables of the range 
and domain may be Boolean, real, integer, documents, sets, 
etc.  Therefore, the variables may be composed of any 
length bit-stream. 
  

1.3. Full Matrix Interoperability Test 
A full matrix interoperability test (Figure 3) for a set of 
applications built on a peer-interoperable specification 
shows the applications interact properly – are peer-
interoperable. Each system must initiate and respond with 
every other implementation in a full matrix manner as the 
specification states. Thus it must show that R2 initiates and 
R1 responds, R1(R2(domain)),  and R1 initiates and R2 
responds, R2(R1(domain)), properly.  This is a composite 
relation.  Also, both are a subset of domain for every pair of 

applications, whose relations R1 through Rn are within the 

Interoperability (IOP) Test Structure 

R1 
R2 

Rn 

R1 
R2 

Rn 

Full Matrix IOP Test 

Error  
Condition   
Generator 

Error  
Condition   
Generator 

Test - 
domain 

The system under test, R1, generates output that 
is evaluated by the other systems, R2 →Rn.  The 
only verification that the output is correct is via 
consensus from systems R2 →Rn. 

Figure 3 
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test and an application responds to peer implementation 
R(R(domain) . See Figure 4.  

A specification is said to be peer-interoperable, IF and only 
IF, the input domain(x, y,…) and the output range(a, b…) 
meet the requirements of the specification. It also requires 
that the relation, R, implements the requirements of the 
specification and domain is a superset ( )⊇  or proper 

superset ( )⊃  of R(R(domain).  (Figure 4)  It is important to 
remember the dependant and independent variables of the 
range and domain may be Boolean, real, integer, documents, 
sets, etc.  Once again, the variables may be composed of any 
length bit-stream. 

1.4. Relation - R 
In addition to comprehending the models of conformance 
and interoperability testing, it is important to understand the 
mathematical concept of a relation.  Suppose R is a relation 
from A to B.  Then R is a set of ordered pairs where each 
first element comes from A and each second element comes 
from B.  That is, for each pair BbAa ∈∈ and  then 

( )∈ba,  R is read as “a is R -related to b”.  The domain of 
a relation R is the set of all first elements of the ordered 
pairs which belong to R.  The range of R is the set of second 
elements [1

A relation, unlike a function, may have more than one 
correct output for exactly the same input.  Thus a relation 
could have something such as (a,b) and (a,d), both being a 
correct response for an input of ‘a’.  The relationship, versus 
the function, was selected for this series of definitions to 
make the definitions as general as possible. 

]. Each variable, a and b from (a,b) could each 
represent a set of (l, m, n,….).  

In the interoperability definition, the idea of a composite 
relation (R1 R2) is revealed.  Let R1 be a relation from A 
to B and let R2 be a relation from B to A.(Figure 4)  Then 

∈),( aa  R1 R2 where ∈),( ba  R1 and ∈),( ba R2.  In 

a peer- interoperable specification, R1 and R2 are different 
representations of the same specification. 

 

2. THEOREM: THE PROBABILISTIC 
CONFORMANCE & INTEROPERABILITY 
CORRECTNESS THEOREM  

 

2.1. Theorem: 
Any individual implementation of a set of 
size N implementations of peer-
interoperable specifications, which are 
peer-interoperable among themselves, has 
the same probability of being conformant 
as a conformance engine of error degree 
N-1, if: 

• the implementations are developed in a manner 
that produces random errors. 

• the appropriate error generator application is part 
of the interoperability test.  

• the same test criteria is used for both. 

• the conformance engine was tested against itself. 

2.2. Corollary: 
 

Based upon test criteria, a Conformance 
Engine (CE) tested against N 
implementations or any single 
implementation tested against N other 
implementations in a full matrix IOP test 
has a probability of being conformant to 
the specification of:   

 ( ) MNAPE -1   

Where N=number of implementations, 
M=number of test cases, 
 APE = average probability of a 
test-error in an implementation 
on a test case.  

NOTE: The Theorem and the Corollary will be proved 
concurrently below.  
 

Peer-Interoperability 

R1 and R2 are mathematical relationships that describe the specification 
under test which act like black boxes for testing purposes. 

(Range is always a subset of domain) domainrange ⊂

Domain 

Range 

Start…  
Domain 

Range 
R2 

R1 

Figure 4 
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2.3. Pre-Proof Discussion: 
In Figure 5, both methods have a flaw in that each ‘may’ not 
identify some test-errors or test-discrepancies.  In statistics, 
these standard errors are generally referred to as Type I & 
Type II errors.[2

Type I Error:  Rejecting a true null hypothesis.  This can be 
restated as: 

] 

• Rejecting a true IOP system or a truly 
conformant system 

• Reporting a test-error when the systems are truly 
conformant to the specification 

Type II Error: Failing to reject a false null hypothesis 
(testing event error) 

• Failing to identify a non-conformance error  
• The systems under test agree that something is 

not a test-error when it actually is 
• An error escaping thru the test regime for each 

test case 

Throughout this proof, the discussion centers on type II 
errors. 

The Key Question from which the theorem and corollary 
are produced is: 

How can systems be interoperable based 
on a specification and not be conformant 
to that specification? 

If one keeps this question in mind the proof will be easier to 
understand. 
 
This situation can happen when all of the implementations 
in an IOP or conformance test make exactly the same ‘non-
conformant error’.  Each system would report a condition as 
‘not an error’ when tests are conducted against the 
conformance engine or among each other.  Henceforth, this 
situation involving a type II error will be referred to as a 
testing event error. 

In Figure 5, the IOP test R1 would have to see the same test-
error as a non-error for the N-1 other products in the test.  In 
the conformance test, the 

conformance engine would have to see the same non-error 
for the N products in the test in order for a real error to 
escape the test.  The only way for this to happen is if R1 
thru RN agree that a real test-error is not an error.  If one 
implementation found the test-error, the specification 
should be checked to see if it is an error and correct all 
systems R1 thru RN as necessary.  The same argument 
follows below for both test types: interoperability and 
conformance. 

2.3.1. Example: 
The specification requires that when an 
implementation receives an ‘A’ it should 
then respond with a ‘B’.  This is the 
correct conformant response.  However, if 
all of the implementations think that when 
they receive an ‘A’ they should respond 
with a ‘C’, then the systems all deem this 
as a correct response.  In this situation all 
of the implementations pass the test.  The 
conformance engine even passes because 
it is wrong also.  Therefore, since all 
participants passed the test, then they all 
work.  Yet, they are not conformant! The 
only way this can happen is if they all 
think sending the ‘C’ is correct.  If even 
one of them thinks ‘C’ is incorrect, then a 
discrepancy will have been identified. 
With the proper research, the problem can 
be corrected. 

 
 
This can be stated mathematically as: 

Theorem 3 View of Testing 

CE R1 

R2 

Rn-1 

One Product’s View of Full Matrix  
IOP Test against N-1 other products 

Conformance Engine  

Error Degree N -1Debug Test 

R1 generates/evaluates output/input that is 
evaluated by all others R2 →Rn.  The only 
verification that the output/input is correct 
comes in a consensus manner from R2→Rn 
and the error condition generator. 

CE generates/evaluates output/input that is 
evaluated by R1 → Rn-1.  The only verification 
that the output/input is correct comes in a 
consensus manner from R1 → Rn-1. 

 

R1 R2 

Rn 

Error 
Condition 
Generator 

Figure 5 
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Conformance Engine 
  

Data Points: N 
Degrees of Freedom: N -1 

C
 

R1 

R2 

Rn 

Figure 6 

Given any , the 
expected relation is: 

 
However in a test event error situation, the actual result is 

  
In this case, the test domain element (a) produces the same 
non-range test-error in all implementations – (a,c) where c 
is not part of the range as specified by the specification or it 
is the improper range element for this input ‘a’.  This 
includes both the implementations and the CE -- 
conformance engine.  Now, assume the CE sets a baseline 
validation against the same set of R1 through Rn 
implementations which all contain the same test-error.  The 
CE could cause problems in future conformance tests by 
confirming that the non-range or test-error element is 
correct when it is actually incorrect for a specific domain 
element.  A full matrix IOP test on that same set of 
implementations will also encounter this exact issue. 
If the conformance engine is completely accurate in its 
implementation of the specification, the above scenario 
cannot happen.  However, the only way to verify that it is 
completely true in its implementation is to test the CE 
against a number of implementations or other CE’s.  These 
systems may be colluding together to cause an incorrect 
output from the CE.  The goal of this contrived agreement is 
to get the CE to return a flag of correct when it is should be 
returning a flag of error.  The collusion would happen more 
often if the applications (SUTS) were developed as a group 
effort.  This conspiracy among the implementations usually 
only happens when the errors in the implementations are not 
random in nature.  

2.4. Proof:  

Theorem: Any individual implementation of a 
set of size N implementations of peer-
interoperable specifications, which are peer-
interoperable among themselves, has the same 
probability of being conformant as a 
conformance engine of error degree N-1, if: 
the implementations are developed in a 
manner that produces random errors. 

• the appropriate error generator 
application is part of the interoperability 
test.  

• the same test criteria is used for both. 

• the conformance engine was tested 
against itself. 

The test structure is looking for any conflicts between the 
implementations during peer-interoperable full matrix 

testing or verification of the conformance engine.  When 
conflicts are discovered, they are resolved by referencing 
the specification. Thus, the issue is in identifying any 
conflict and then resolving the coding errors or 
interpretation issues in all implementations in a manner that 
meets the specification.   
 
As tests against the N systems which have 
supposedly been programmed to the 
specification are conducted, what is the 
probability of a testing conflict NOT being 
reported when there really is a test-error?  
The implementation passes the test yet 
remains non-conformant.  

Once a conflict is identified, verification must occur that the 
conflict ‘does or does not’ meet the specification.  A conflict 
that is not revealed during a peer-interoperability test or 
validation of the CE on all N implementations is a test-
event-error.  The probability that ALL implementations 
make exactly the same non-conformant error in their 
implementations on one test case is: 
 

 
 
where APE is the average probability of a specific test error 
in an implementation. 

 
So again,  is the probability of an error escaping 
thru the test regime for each test case.  The expression 
below represents the chances of identifying test-errors for 
all test participants for one test case because one to several 
of the implementations identify this as an error.  That is, 
zero errors are escaping through the test for each test case. 
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( )NAPE−1  

What is the probability of a situation like this happening for 
ALL test cases?  This means none (zero) of these colluding 
test-errors are escaping though the test procedures and we 
are approaching full conformance. 

( )NAPEerroreventtestP −=−− 1)(  

For all test cases, the probability of this happening is: 

( )[ ]MNM APEerroreventtestP −=−− 1)(  

where M is the number of test cases. 
 
It is important to note that the average probability of error 
(APE) for each implementation is assumed to be the same 
for each test case.  Since this is not always true, it must be 
approximated.  There isn’t an easy way to quantify the 
probability of the error occurring in the specific test so an 
educated guess must suffice.  This unknown value could 
possibly be computed as: 
 
 

 
 
If the exact probabilities could be computed for each test 
case, the expression would be: 
 ))(...)((1 1 errortestPerrortestP N −⋅−−  
Or 

∏
=

−−=−−
N

i
i errortestPerroreventtestP

1

)(1)(  

 

2.4.1. Example: 
N=number of implementations under test = 10, M = number 
of test cases =20, APE = 0. 10 = chances of error in an 
application on the same test case. We have to guess on this 
0.10 because we don’t know for sure the exactness of this 
value. 

( )
2010

N

10
11APE -1)( 
















−==

MeconformancP   

 

2.4.2. Finally: 
Now this is the chance of any one implementation or the CE 
being error free with respect to the test criteria. The test 
criteria are, of course, based on the specification and, since 

no errors escaped through the test, each of them has passed 
the conformance if the test plan is correct.  
 

2.5. Final Conditions: 
• The implementations are developed in 

a manner that produces random 
errors – the proof above depends on 
random errors. Non-random errors 
invalidate the proof. 

The basis of the theorem is that errors happen 
randomly. 
 
 

• The appropriate Error Generator 
application is part of the IOP test.  
This is required to ensure that the 
implementation being tested in an 
interoperability test have the ability 
to use the same test criteria as those 
in a conformance test. 

It is assumed the error generator application 
implements the same error test as conformance 
engine. 
 

• The same Test Criteria is used for 
both. 

This should be obviously clear. 
 

• The CE tested against itself. 
The CE in the conformance test could be less 
conformant than the full matrix tested products 
because how it responds to ‘error-conditions’ is not 
tested unless it is tested against itself. 

 
 
Key Conclusions from this paper:  
 

o One of the most important observations drawn from the 
probability theorems is the necessity of a well 
constructed error generator within an interoperability 
test. The failure to provide one prevents the 
conformance and interoperability testing from properly 
establishing the boundaries of the test domain and 
verifying the products under test truly meet the 
standards’ requirements. A test event which does not 
use the error generator must be very carefully designed 
to prevent deployment level interoperability issues from 
arising. 
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o The necessity of the error generator points to the fact 
that testing organizations have to be careful in their 
communication with organizations developing the 
products regarding the standard under test. If there is 
significant dialogue between those developing the 
implementation and the test organization, they may all 
make the same error with reference to ‘the standard’. If 
this occurs, the chances are greater that, during the test 
event, all the implementations may evaluate this ‘error’ 
as a ‘non-error’ and thus evaluating implementations as 
interoperable and conformant – yet they may not be in 
reality.  

o Assuming the presence of an error generator and well 
designed testing environment, the probability formula 
shows that around 10 or more implementations being 
interoperability or conformance tested gives a 
significant level of conformance to the implementations 
from interoperability only test and to the conformance 
engine in the conformance only test case – for a 
reasonable APE.  However, note that the APE has to be 
estimated from knowledge of the testing environment 
and the standard. Significantly less than ten 
implementations may not “clean” the conformance 
engine enough in a conformance test. It depends on the 
value of APE chosen and the number of individual test 
cases. 

o The probability proofs also speak of the value for both 
conformance testing and interoperability testing for 
products. While the theorem does not address this 
directly, one of the assumptions is that the specification 
will be tested during both types of test. The 
specification definition is ‘loose’ in that it could apply 
to just ‘the single standard’ or to all ‘associated 
standards on which the main standard is based’. For 
some test environments there is ‘the standard’, 
constructed in a manner that is very independent of 
other standards – some areas of devices are an example 
– so test criteria covers only the software or firmware 
on which the core standard is based. When this 
environment is evident, the probability of conformance 
producing interoperability is much higher than in the 
environment where ‘the standard’ is strongly dependent 
or includes additional ‘other software’ such as in the 
case of eBusiness kindred software or firmware. This 
lower interoperability probability occurs because the 
test criteria does not cover the ‘other software’. 

Frequently we do not know if the ‘other software’ is 
conformant or interoperable. In this complex 
environment such as seen in eBusiness software and/or 
firmware, adding test criteria for this ‘other software’ 
would add too much effort to the actual test event and 
generally it is not done or only done partially. In the 
end, the conformance engine does not evaluate the 

‘other software’ and does not expose the 
interoperability problems among the ‘other software’ 
area. The converse is true that the probability of 
interoperability testing achieving a significant level of 
conformance is less over standard implementations 
highly dependent on this ‘other software’. With this 
type of standard, use of both conformance testing and 
interoperability testing is of greater value.  

o Must we always test for both conformance and 
interoperability? The answer is no in some cases. 
However, this decision is based on efficiency of the test 
and possible savings for all concerned in the testing 
effort – implementers and testers alike.  It is always 
best to do both – yet if the error generator is sufficient 
enough in an interoperability test, it is highly likely one 
will achieve the same results as doing the additional 
conformance testing. Also as noted above, conformance 
testing in some non- eBusiness type software can 
become close to interoperability or maybe achieve 
interoperability because there is no ‘other software’. 
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3. GLOSSARY 
 

Definition: COMPOSITE RELATION - 21 RR   

Let 1R  be a relation from A to B, ,1),( Rba ∈  and let 
2R be a relation from B to C, ,2),( Rcb ∈ .  Then 

,21),( RRca ∈  where 
.,and CcandBbAa ∈∈∈ . 

 
Definition: CONFORMANCE ENGINE 
APPLICATION 

A conformance engine application is composed of 3 parts: 
• a test administrator facility 
• a specification mimic that implements at least the 

parts of the specification to be tested 
• an error generator application that produces error-

conditions, and has the ability to produce non-
domain elements to test the domain boundaries. 
These non-domain elements could produce two 
types of errors: error-conditions or errors the 
applications do not handle programmatically 
correctly. We call these later ones test-errors.  

 
Definition: CONFORMANCE ENGINE ERROR 
DEGREE  

A conformance engine is said to be error free to degree N on 
the specification, if and only if, it has been tested against N 
implementations of the specification with all 
implementations producing random errors as they are tested.  
 
Definition: CONFORMANCE TEST 

A conformance test of an application shows that the 
application conforms to the specification by interacting with 
the conformance engine application.   
 

Definition: CONFORMANCE TO A SPECIFICATION 

An implementation of a specification is said to be 
conformant to the specification, IF and only IF, the input 
domain(x, y,..), and the output  range(a, b,…) of the 
implementation meet the requirements of the specification 
and the relation, range= R(domain), when R implements the 
requirements of the specification.  
 
This is a normal BLACKBOX arrangement with R as the 
BLACKBOX, the input being the domain and the output 
being the range. See Figure 1a. 
 
The dependant and independent variables of the range and 
domain may be Boolean, real, integer, documents, sets, etc. 
--that is, they may be composed of any length bit-stream. 
 
Definition: ERROR-CONDITION 

An error-condition is a condition in a program where the 
domain of R elicits a known range-element of type “error” 
or warning as the specification designates. This is not an 
error in testing or conformance. This is ‘success’ because 
the program is acting as the specification designates. 
 
Definition: ERROR GENERATOR APPLICATION 

An error generator application produces error-conditions, 
and has the ability to produce non-domain elements to test 
the domain boundaries. 

 
Definition: FULL MATRIX INTEROPERABILITY 
TEST 

A full matrix interoperability test for a set of applications 
built on a peer-interoperable specification shows the 
applications interact properly – are peer-interoperable -- 
each with every other, in a full matrix manner as the 
specification states. Thus it must show that R2 initiates and 
R1 responds, R1(R2(domain)),  and R1 initiates and R2 
responds, R2(R1(domain)), properly and both are a subset 
of domain for every pair of applications, whose relations R1 
through Rn are within the test and an application responds 
to peer implementation R(R(domain) . See Figure 2 and 
Figure 1b. 
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Definition:  PEER-INTEROPERABLE 
SPECIFICATION 

A specification is said to be peer-interoperable, IF and only 
IF, the input domain(x, y,…) and the output range(a, b…) 
meet the requirements of the specification. It also requires 
that the relation, R, implements the requirements of the 
specification and domain is a superset ( )⊇  or proper 

superset ( )⊃  of R(R(domain). 
(The dependant and independent variables of the range and 
domain may be Boolean, real, integer, documents, sets, etc. 
(that is, they may be composed of any length bit-stream.) 
 
Definition: RELATION - R 

Suppose R is a relation from A to B.  Then R is a set of 
ordered pairs where each first element comes from A and 
each second element comes from B.  That is, for each pair 

BbAa ∈∈ and  then ( ) Rba ∈, is read as “a is R-
related to b”.  The domain of a relation R is the set of all 
first elements of the ordered pairs which belong to R.  The 
range of R is the set of second elements. 
 
Definition: SPECIFICATION 

A specification is a pre-test agreement among implementers 
of sufficient detail and exactness which allows evaluation of 
an implementation as to meeting the specification’s 
conditions. 
 
Note: This definition covers profiling also. It also covers 
specifications that are not standards but are done when two 
or more companies decide to intercommunicate in a more ad 
hoc manner. Finally, it may cover all standards such as 
HTTP, on which, the specification is based. This is 
necessary because we often test a specification for 
conformance or IOP, yet do not test the supporting 
standards which may not be conformant in the 
implementations and could potentially cause a problem.  For 
example, if using HTTP, we don’t know the HTTP code to 
make sure that it is conformant to HTTP specifications or 
has been profiled correctly across all the implementations. 
----------- 

Definition: TEST CRITERIA 

The test criteria are the detailed test plan based on the 
specification under test that is usually composed of many 
individual test cases.  
 
Definition: TEST-DOMAIN 

Test-domain is normally a superset of Domain whose 
purpose is to verify that the relation R is rejecting non-
domain input elements.  (Note: In a well written 
specification, one would expect all Test-domain elements 
minus domain elements to produce error-conditions and not 
test-errors. However, in distributed applications, test-errors 
or error-conditions produced from outside events such as 
communication errors, communications interruptions do 
occur.) 

 
Definition: TEST-ERRORS 

A test-error is when the domain of R elicits a condition, for 
which, there is no element in the range because it is 
undefined in the specification or because the application has 
not been designed properly.  

Definition: TESTING-EVENT-ERROR 

Type II Errors in which the systems under test: 
• Fail to identify a non-conformance error  
• Agree that something is not a test-error when it 

actually is 
• An error escaping thru the test regime for each 

test case 

 
 

[1] Schaum’s Outlines: Discrete Mathematics, 2nd ed., 
Lipschutz, S. and M. Lipson, p. 28,  
McGraw-Hill, 1997 

[2] Elementary Statistics, 9th ed. Triola, M., p.381 
Pearson Education, 2004 
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Abstract 

This paper evaluates proposed models for assessing Smart 
Grid interoperability and other models referenced as 
instructive for this effort.  This paper suggests dividing the 
GWAC IMM into a Smart Grid Interoperability Maturity 
Model (SGIMM) and a Smart Grid Interoperability 
CAPABILITY Maturity Model (SGICMM).  We propose a 
specific Smart Grid Interoperability Assessment model and 
rating system framework for actually rating organizations 
using the proposed SGIMM model as to their actual 
interoperability with other stakeholders in their electrical 
grid. 
 
The Capability Maturity Model Integrated (CMMI) 
developed by Carnegie Mellon's Software Engineering 
Institute (SEI)1

 

 is the de facto standard for models of 
software development capability maturity.  However, it does 
not directly translate to the problem of assessing the 
maturity of interoperability of technologies.   

Both Carnegie Mellon's SEI2 and the GridWise 
Architectural Council (GWAC)3

1 Software Engineering Institute, Carnegie Mellon 
University, CMMI, 

 have proposed models for 
Smart Grid Maturity models.  However, one is not directly 

http://www.sei.cmu.edu/cmmi/.  
2 Software Engineering Institute, Carnegie Mellon 
University, SEI Smart Grid Maturity Model Overview, 
V1.0, July 2009, http://www.sei.cmu.edu/smartgrid/ 
3 GridWise Interoperability Context-Setting Framework,, 
GridWise Architecture Council, March 2008, 
http://www.gridwiseac.org/pdfs/interopframework_v1_1.pd
f.   

applicable to assessing interoperability and a rating process 
has not been adopted for either model by which to measure 
an organizations' Smart Grid Interoperability Maturity. 
 

1. INTRODUCTION 
 

The Department of Energy funding opportunity 
announcement for Regional Smart Grid Demonstration 
projects4

 
 included Section D.4.2: 

"Open architecture/standards:  Interoperability Maturity 
Level - the weighted average maturity level of 
interoperability realized between electricity system 
stakeholders." 
 
The July, 2009, DOE Report to Congress, the "Smart Grid 
System Report" includes an Annex discussion of "Open 
Architecture/Standards" (Section 19) that discussed 
interoperability maturity and concludes that "As this work 
has yet to be undertaken, the remaining discussion provides 
a qualitative view of progress of open architecture and 
standards." 
 

4US Department of Energy, National Energy Technology 
Laboratory,” Smart Grid Demonstrations – Recovery Act, 
Financial Assistance Funding Opportunity Announcement, 
CFDA Number 81.1222 Electricity Delivery and Energy 
Reliability Research, Development and Analysis", dated 
June 25, 2009. 
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Maturity models serve multiple purposes, once of which is 
to provide a prediction of the likelihood that an organization 
can achieve a specified outcome. 
 
The CMMI is the de facto standard for models in the 
software space and it focuses on the software development 
process maturity of an organization.  Its aim is to help assess 
the likelihood that a software development organization will 
deliver good quality product on time and within budget, 
repeatedly.  Further, it can be used by software development 
organizations to do self-assessments in order to plan their 
process improvement roadmap.  However, it does not 
directly translate to the problem of assessing the maturity of 
interoperability of technologies in the Smart Grid domain.   
 
One of the critical success factors in achieving the vision of 
the Smart Grid is the standardization of technology so that 
implementing Smart Grid systems can be done cheaper, 
faster and better than the traditional custom engineering 
usually used.  This means adopting standards for how Smart 
Grid components communicate with one another and 
interoperate.  The easier such interoperation becomes, the 
lower the overall cost in time and dollars to implement 
effective Smart Grid systems. 
 
As a step towards moving the industry in the direction of 
interoperability, a standardized method for assessing and 
rating an organization on the “likelihood” of achieving very 
easy systems interoperability (can be thought of as “plug 
and play” ease of interfacing) can be very useful both in 
predicting the outcome of projects that require 
interoperability and assisting the organizations in mapping 
out their own path to achieve a viable interoperability 
capability. 
 
In our simplistic view of the world, it seems that a maturity 
model for “interoperability” in a technology domain should 
focus on the interoperability outcomes.  This becomes a 
simple way of assessing whether technology interoperability 
is more or less mature.  The goal of an interoperability 
maturity model for the Smart Grid (or utility industry) can 
be as simple as “to provide a method for measuring the 
improvement in interoperability in the domain.”  Or, it can 
be used as a method for measuring the current 
interoperability between specific Smart Grid stakeholders or 
predicting the likelihood of smooth interoperation between 
two different systems or organizations. 
 
A companion maturity model could be something like a 
“capability” maturity model that focuses more on the 
behaviors, processes and characteristics of implementing 
organizations’ capabilities to implement interoperable 
technologies.  This could be a Smart Grid Interoperability 

Capability Maturity Model (SGICMM) that we outline at 
the end of the paper. 
 
Our observation is that GWAC has been trying to do too 
much with its efforts to develop an interoperability maturity 
model and it has mushroomed to be a complex and difficult 
model to penetrate and use.  We propose dividing the 
GWAC IMM into an SGIMM as described above plus an 
SGICMM.  The former provides a snapshot and only a 
predictor of interoperability efficacy while the latter 
provides a roadmap for achieving efficient interoperability 
between systems and organizations. 
This last point bears repeating: the proposed interoperability 
maturity model is aimed at measuring the “accomplishment” 
of useful interoperability in an efficient fashion while the 
capability maturity model is focused on the processes and 
methodologies for getting to the desired outcomes. 
. 

2. A SMART GRID INTEROPERABILITY 
MATURITY MODEL (SGIMM) 

 
The proposed Smart Grid Interoperability Maturity Model 
(SGIMM) is intended very specifically to provide an 
objective, standardized method for evaluating (rating) the 
actual performance of one or more communicating 
organizations on their “interoperability maturity”.  This 
provides a “snapshot” of the current state of interoperability 
capabilities. 
 
While focused on a specific organization in the Smart Grid, 
the measured interoperability maturity among multiple 
communicating organizations provides an insight into the 
likelihood of smooth interoperability among them (inter-
system interoperability).  Further, the assessment of 
interoperability maturity can be applied to internal divisions 
or organizations of an enterprise of other Smart Grid entities 
to predict the likelihood of smooth intra-system 
interoperation. 
 
The goals and measures applied to evaluating 
interoperability can also be converted to evaluate actual 
outcomes of interoperability between systems and provide a 
rating for interoperability effectiveness and efficiency. 

2.1. Interoperability Goals 
The maturity of interoperability can best be accomplished 
by rating an organization’s actual fulfillment of 
interoperability goals. These have been outlined by the 
GridWise Architecture Council in its Interoperability 
Framework and Decision-Maker’s Interoperability Checklist 
shown in Figure 1.   
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Figure 1: GWAC Interoperability Context-setting 
Framework 
 
Based on the work done in the Context-Setting Framework 
V1.0 plus concepts included in the NEHTA Interoperability 
Maturity Model for eHealth systems, the key 
interoperability goals for Smart Grid entities are proposed to 
be: 
 

1. Improvement in economics, efficiency and 
performance of the delivery of electrical service to 
customers.  This is the most critical measure of the 
results of the interoperability maturity efforts of an 
organization.. 

2. Demonstrated maturity in each of the 8 levels of 
the GWAC Interoperability Categories in the 
GWAC Interoperability Framework. 

3. Technical system architecture and design that 
supports the technical goals of the Interoperability 
Framework.  This applies to all aspects of 
information technology used in the monitoring, 
management and delivery of electrical service. 

4. Business system architecture and design that 
supports the business goals of the Interoperability 
Framework.  This applies primarily to the 
information systems that support the business goals 
and processes of the Smart Grid organization. 

5. Organizational support for interoperability 
behavior – i.e., disciplined adherence to 
adopted/emerging open industry standards for 
technical and business systems communications 
interfaces whenever system components are 
required to communicate information and 
commands to other system components.  And 
further, the insistence on multiple, interchangeable 
solutions for each component in the system based 
on such standards. 

6. Security as an integral and demonstrated feature of 
every system interface to other systems or any 

aspect of the system that can be accessed for 
monitoring, modification or updating. 

7. Inherent evolutionary capabilities, including on-
going support for legacy systems and prior 
versions, as an integral feature of architecture and 
design of all system interfaces to other Smart Grid 
components.  This may also include flexibility for 
successful interoperation of two systems using 
different versions of the same standards or 
protocols. 

8. Inherent design and implementation separation of 
key functions for most efficient interoperability – 
i.e., communications protocols from business 
policy and logic; data syntax from information 
semantics; ownership and rights and meta-data 
from explicit data. 

 
The goals for the GWAC Interoperability Framework add a 
further set of sub-goals and characteristics including: 
 

- The key interoperability characteristics between 
two entities such as: 

o Exchange of meaningful, actionable 
information 

o A shared understanding of the exchanged 
information 

o An agreed expectation for the response to 
the information exchange 

o A requisite quality of service, reliability 
and security in the exchange and the 
responses. 

- Scalability of the interoperable system both within 
a Smart Grid organization and between them. 

- Distributed, de-centralized decision-making rather 
than hierarchical decision-making based on 
identified interoperability characteristics. 

- Separation of data exchanged from the 
communications networks employed to insure 
multiple networks can communicate the same 
information. 

- Adoption of common information models to insure 
both syntactic and semantic agreement on 
exchanged information. 

- Adoption of common Smart Grid business context 
definitions and rules for interpreting the exchanged 
information between entities. 

- Alignment of strategic and tactical objectives and 
operational business processes and procedures 
between Smart Grid entities required to make 
interdependent decisions. 

- Operation of an entity in the context of aligned and 
consistent societal, political and regulatory policies 
and regulation.  The economic and regulatory 
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environment is critical to interoperability between 
different regulatory and political jurisdictions. 

As a final note on achieving the goals of 
interoperability as specified above, ultimately it comes 
down to having industry standards that are enforced 
through constant and rigorous validation testing and 
certification. 

2.2. SGIMM Levels of Maturity 
 

Based on the interoperability goals outlined above, the basic 
interoperability levels of the SGIMM are proposed as 
follows: 
 
Level 5: Plug and Play.  The technologies in a system 
(utility, regional IPO, national, in-domain such as HAN, 
BAN, etc) do not require specialized engineering efforts or 
expertise in order to implement different components and 
competing technologies.  A robust maintenance and update 
process are planned as part of the project including a 
feedback process to SDOs to improve the standards. 
 
Goal Level 5 Status 
1. Improve economics Consistent, measurable 

results.  Goals attained 
2. GWAC Levels 1-8 All levels fully implemented 
3. Technical  system 

architecture 
Consistently implemented 

4. Business system 
architecture 

Consistently implemented 

5. Organizational support Documented in consistent 
supporting policies 

6. Security Documented in consistent 
supporting policies 

7. Evolution Documented in consistent 
supporting policies 

8. Functional separation Evident in system 
architectures and design 

 
Level 4: Certified, Minor but Planned Integration Efforts. 
Project plans anticipate a low level of known integration 
activities.  Projects are implemented in plan with requisite 
interoperability quality.  A robust maintenance lifecycle and 
update process is planned as part of the project. All 
components of a system or project conform to adopted or de 
facto standards and are certified as both conformant and 
interoperable.  However, some standards testing may not be 
robust or the vendors may not have all achieved the desired 
conformance and interoperability. 
 
Goal Level 4 Status 
1. Improve economics Generally consistent, 

measurable results.  Goals 

mostly attained 
2. GWAC Levels 1-8 Levels 1-7 mostly 

implemented 
3. Technical  system 

architecture 
Implemented most of the time 

4. Business system 
architecture 

Implemented most of the time 

5. Organizational 
support 

Documented in consistent 
supporting policies mostly 
implemented 

6. Security Documented in consistent 
supporting policies mostly 
implemented 

7. Evolution Most implementations include 
adequate evolutionary design 
and execution 

8. Functional separation Evident in system 
architectures and design and 
mostly implemented 

 
Level 3: Emerging Interoperability.  A moderate amount of 
integration effort is anticipated and some interoperability 
negative surprises occur in implementation.  Moderate 
maintenance and update processes are planned as part of the 
project but challenges are expected.  Most projects adopt 
standards that are approved or in approval stage but 
only some (at least 50%) have well-developed 
interoperability verification regimes by the organization.  
Vendors are able to claim standards compliance and in some 
cases demonstrate certifications or rigorous test results that 
the organization can validate some of the time.  
 
Goal Level 3 Status 
1. Improve economics Generally inconsistent, 

measurable results.  Goals 
sometimes attained 

2. GWAC Levels 1-8 Levels 1-5 being 
implemented 

3. Technical  system 
architecture 

Implemented some of the 
time 

4. Business system 
architecture 

Implemented some of the 
time 

5. Organizational support Supporting policies in 
process of being developed 
and implemented 

6. Security Supporting policies in 
process of being developed 
and implemented 

7. Evolution Supporting policies in 
process of being developed 
and implemented 

8. Functional separation Sometimes evident in system 
architectures and design  
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Level 2: Initial Interoperability.  A large amount of 
integration effort is anticipated on projects and numerous 
interoperability surprises occur in implementation causing 
budget and schedule overruns.  Resulting systems are rarely 
plug compatible with other systems not specifically 
integrated in the project.  Little, if any, maintenance and 
update processes are planned as part of the project. Some 
standards are internally adopted or in approval stage (less 
than 50%).  Some (not even 50%) have well-developed 
internal interoperability verification regimes while others do 
not exist.  Vendors are rarely able to claim standards 
compliance and in rare cases demonstrate certifications or 
rigorous test results. However, rarely are there easily 
interchangeable multiple applications or systems for a 
specific component. 
 
Goal Level 2 Status 
1. Improve economics Inconsistent.  Goals 

sometimes attained 
2. GWAC Levels 1-8 Levels 1-3 being 

implemented 
3. Technical  system 

architecture 
Initial work in process 

4. Business system 
architecture 

Initial work in process 

5. Organizational support Supporting policies identified 
and under consideration  

6. Security Supporting policies identified 
and under consideration  

7. Evolution Supporting policies identified 
and under consideration  

8. Functional separation Initial work in process 
 
Level 1: Non-Interoperable.  Most components are unique, 
custom-developed systems or products that require 
significant custom engineering to integrate with other 
components. There are few if any internally adopted 
standards used in projects and inconsistent adherence to 
such standards.   Interoperability is difficult to achieve and 
very expensive to maintain. 
 
Goal Level 2 Status 
1. Improve economics Inconsistent.  Goals 

sometimes attained through 
great heroic effort and 
expense 

2. GWAC Levels 1-8 No awareness of effort 
underway 

3. Technical  system 
architecture 

No awareness of effort 
underway 

4. Business system 
architecture 

No awareness of effort 
underway 

5. Organizational support No awareness of effort 

underway 
6. Security Security achieved through 

isolation of systems and 
implementing current 
regulatory mandates  

7. Evolution No awareness of effort 
underway 

8. Functional separation No awareness of effort 
underway 

 

3. ASSESSING INTEROPERABILITY LEVELS 
 
The assessment (or rating) of an organization’s 
interoperability is a matter of evaluating it achieving the 8 
goals listed above.  There are four potential sources to look 
at for developing measuring tools of interoperability in the 
Smart Grid arena: 
 

1. The GWAC Interoperability Stack (Context-setting 
Framework) provides a hierarchical set of levels 
that indicate increasing interoperability as an 
organization matures in implementing them.  How 
the cumulative ratings of an organization and its 
relevant divisions or departments measure up on 
the GWAC Stack is a strong indicator of the 
Interoperability Maturity Level.  The GWAC 
Interoperability Framework document contains a 
number of specific examples and potential 
indicators or maturity at each stack level. 

2. The GWAC Decisions-Maker’s Checklist5

3. The Interoperability framework in NEHTA’s IMM 
can also be useful in assessing the maturity of an 
organization’s interoperability.  NEHTA starts with 
the concept of interoperability goals and identifies 
characteristics that need to be present in order to 
meet the goals.  This is not that different from the 
GWAC Stack but approaches the goals in four 
general classifications: Common across all 
organizations; Organizational; Informational and 
Technical.  These actually correlate to the 
GWAC’s Organizational, Informational and 
Technical maturity levels. 

, along 
with proposed additions provides a starting point 
for the actual information collection that will 
support specific ratings of interoperability 
maturity.  The specific questions can be aligned 
with the 8 goals of the SGIMM. 

5 GridWise Architecture Council Policy Team, 
“Introduction to Interoperability and Decision-Maker’s 
Interoperability Checklist, Version 1.0”, April 2007, 
http://www.gridwiseac.org/pdfs/gwac_decisionmakercheckl
ist.pdf.  
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4. The work of the SEI at Carnegie Mellon on the 
SEI-SGMM Assessment Survey is helpful and 
contains a number of questions that deal with 
interoperability indicators as defined above. 

 
The following outlines the process for developing the 
SGIMM Rating System using these resources and provides 
an example of using each one. 

3.1. GWAC Stack and SGIMM Rating System 
 
Each GWAC Stack level contains explicit and implicit goals 
and measures of maturity. Rating an organization’s maturity 
on each level helps evaluate the likelihood of 
interoperability maturity – e.g., an organization that 
meets/exceeds all of the implementation goals and 
characteristics of all 8 GWAC Stack levels is most likely to 
be able to “plug and play” with other organizations meeting 
the same maturity on each of the 8 GWAC levels. 
 
For instance, the following model illustrates the goals, 
characteristics and metrics associated with Level 4 of the 
GWAC Stack: Semantic Understanding. 
 

Goal: Level 4: Semantic Characteristics Metrics Rating 
Interpretation of message 
information for action 

Common definitions 
used by each partner 

Conformance to industry 
accepted semantic 
definitions 

Lowest where all 
definitions 
proprietary 

Coordinated updates and 
changes to definitions 

Industry repository or 
other mechanism for 
coordination of changes 

Lag in adopting updates Lowest where no 
update process 
exists 

Interpretation of multiple 
standard semantic definitions 

Support for any 
relevant industry 
standard 

Comparison of relevant 
adopted standards to 
supported ones 

Lowest where no 
standards adhered to 

Support for development of 
specific industry standards 

Active in named 
standards SDO relevant 
to organization 

Support activity Lowest where no 
active support 
exhibited 

 

  

3.2. GWAC Decision-Maker’s Checklist and the 
SGIMM Rating System 

The GWAC Decision-Makers Interoperability Checklist 
conveniently organizes itself into key rating areas of: 
 

- Architecture and Design 
- Interconnectivity and Security 
- Evolutionary capability and service life 
- Collaborator independence 

 

There is a proposed addendum6

 

 to the Decision-Maker’s 
Checklist that has additional questions which probe further 
the issues of interoperability.  Between the two sets of 
questions, part of the evaluation of an organization’s 
interoperability level can be facilitated. 

For instance, Goal 3 is: 
 
“Technical system architecture and design that supports the 
technical goals of the Interoperability Framework.” 
 
A number of the questions from the Decision-Maker’s 
Checklist and proposed Addendum can be used to evaluate 
achievement of this goal: 
 

 
Technical system architecture 

From the Decision-Maker’s Checklist (with slight 
modifications): 
 

1. Does a typical project design specify the points of 
interface and the protocols to be used at such 
interfaces between systems?  By examining project 
designs and standard guidelines (if any exist) the 
answer to this question could be yes, no or 
sometimes.  To the extent that there is a clear 
organizational mandate to adhere to good project 
design and clear guidelines or model designs to be 
used for future project designs, an organization 
could receive a YES rating even though current 
projects may not adhere to such guidelines (due to 
being designed before they were in place). 

2. Do projects typically specify an “open” 
architecture such that any vendor can have access 
to the architectural requirements?  Again, this 
could be yes, no or sometimes and the rating can 
take into account recently implemented policies 
and practices. 

3. Do project specifications clearly specify open, 
published standards?  Examination of policies and 
practices can determine if an organization’s answer 
is yes, no or sometimes.  To the extent that an 
organization has adopted a mandate for and 
specific standards in their projects, a yes answer 
may be warranted. 

 
From the proposed Addendum, several additional questions 
focus on architecture and design to support interoperability 
goals: 

6 “GWAC Decision Makers Checklist – Proposed 
Additions”, June 2009, by James Mater, QualityLogic, Inc.  
Presented to GWAC at the August 2009 meeting for 
incorporation into the Decision-Maker’s Checklist. 
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1. Has the utility adopted requirements for 

meeting specific open interoperability 
standards?  Does the utility require vendors to 
conform to these standards in their proposed 
products?   Asking for specific evidence of such 
requirements – e.g., RFP mandated requirements or 
general RFP guidelines used for acquiring grid 
assets – will quickly reveal whether the 
organization is following through on its 
commitment to interoperability.  

2. Where national standards are not yet adopted – 
e.g., ADR – how does the utility support 
adoption of a standard?  Do they belong to the 
standards working group?  Are they active in it?  
Which ones?  The level and internal reputation of 
those assigned to further the standards efforts tells 
a lot about the organizations’ commitment to 
implementing the Smart Grid.  

3. When specifying standards, how does the utility 
deal with optional and proprietary extensions 
that could render a product non-operable with 
other products?  Most adopted standards allow for 
optional features that can render otherwise 
interoperable components non-operable.  How well 
an organization deals with this issue is indicative of 
the level of sophistication they bring to the 
challenge of interoperability.  

4. When requesting proposals for grid components 
does the utility look for at least two competing 
and comparable solutions that claim to meet the 
same standards?   Further, do they have an 
efficient method for validating the claimed 
interchangeability of the products?  Until Smart 
Grid products can be easily substituted for one 
another the promise of lower costs through 
competition among vendors will not be realized. 

5. What do they do when only one such vendor 
exists?  If possible, does the utility re-design the 
project so that each component can be supplied by 
multiple vendors?  Do they actively cultivate 
competition when a re-design is not feasible?  
Simply accepting that only one vendor can supply 
a critical project component furthers the status quo 
of expensive, non-interoperable one-of-a-kind 
solutions.  The benefits that Smart Grid 
interoperability can achieve won’t be realized if 
utilities continue to accept unique, non-standard 
solutions. 

6. How does a utility validate claims of 
conformance to specified open standards?   Do 
they require evidence from vendors such as a 
recognized independent certification?  Do they 
perform internal validation testing?  Do they 

contract with a third party to do validation testing?  
How they do the validation is not nearly as 
important as the insistence that conformance and 
interoperability claims are validated.  

7. What do they do if the testing shows a lack of 
conformance to the claimed standard?  Setting 
clear conformance and interoperability standards is 
critical.  Just as critical is holding vendors 
accountable for meeting those standards.  This 
might be done through withholding partial 
payments until a conformance or certification test 
is passed or the product meets internal testing 
criteria.  Alternatively, products can be rejected 
from a bid outright until they meet the specified 
standards and interoperability requirements. 

 
While the Decision-Maker’s Checklist and proposed 
Addendum do not address all of the interoperability goals in 
the SGIMM, they do provide a starting point for evaluation 
questions on a number of the goals in the SGIMM and in the 
GWAC Stack. 

3.3. NEHTA and the SGIMM Rating System 
 
NEHTA starts with the concept of interoperability goals and 
identifies characteristics that need to be present in order to 
meet the goals.  This is not that different from the GWAC 
Stack but approaches the goals in four general 
classifications: Common across all organizations; 
Organizational; Informational and Technical.  These 
actually correlate to the GWAC’s Organizational, 
Informational and Technical maturity levels. 
 
The NEHTA IMM had a significant influence on the 
development of the GWAC Interoperability Framework.  
Further, the development of the specific goals for the 
SGIMM leverages some of the NEHTA concepts.  Beyond 
this the differences between the eHealth and Smart Grid 
domains limit further influence on the SGIMM. 

3.4. SEI-SGMM and the SGIMM Rating System 
 
The SEI SGMM questions in V1.0 of the Assessment 
Survey7

 

 can be leveraged in some of the evaluation areas of 
the SGIMM.  For instance, SGIMM goal area 5, 
Organizational Support, is addressed by specific 
Assessment Survey questions along with a set of potential 
answers: 

7 Software Engineering Institute, Carnegie Mellon 
University, “SEI Smart Grid Maturity Model: Assessment 
Survey, V1.0”, June 2009. 
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SMR-1.1 Has a smart grid vision been defined within your 
organization? 

1. No 
2. Within a single function 
3. Across multiple functions (encompasses and is 

communicated across functions)  
4. Across the enterprise (encompasses and is 

communicated across the enterprise) 
 
SMR-1.3 Has experimentation on smart grid components, 
tools, and techniques been given support within your 
organization? 

1. No 
2. Not specifically for smart grid vision (any amount) 
3. Very little, targeted for smart grid 
4. Moderate amount, targeted for smart grid 

 
Using some of these questions can accelerate the 
development of the rating system for the SGIMM. 
 
Like the proposed SGIMM, the SEI SGMM has five levels 
of maturity.  The evaluation areas are divided into 8 general 
assessment areas: Strategy, Management and and 
Regulatory; Organization and Structure; Grid Operations; 
Work and Asset Management; Customer Management and 
Experience; Technology; Value Chain Integration and 
Societal and Environmental. 
 
Because of the broad focus on overall Smart Grid maturity, 
much of the SGMM is not really applicable to the more 
narrow effort to evaluate interoperability.  Never-the-less, 
the SGMM provides some useful tools for assessing parts of 
the interoperability aspects of an organization. 

3.5. NIST Smart Grid Standards Roadmap and the 
SGIMM Rating System 

 
Interoperability and the adoption and adherence to standard 
interfaces and technologies are closely related.  The work of 
NIST to establish an interoperability standards roadmap 
provides an important set of evaluation tools.  Simply put, 
does an organization adopt and enforce the relevant 
standards from the NIST roadmap.  Further, does the 
organization actively support industry adoption and 
evolution of such standards?  If the answer is yes, then the 
organization has achieved a higher level of interoperability 
(or least have a higher probability of achieving plug and 
play systems development). 
 

The recent draft V1 of the NIST Roadmap8

 

 lists 31 
standards that are applicable to Smart Grid applications and 
an additional 46 that may be applicable and are under 
further review.   

The NIST Roadmap focuses on 8 priority areas for Smart 
Grid standardization: Wide-area Situational Awareness; 
Demand Response; Electric Storage; Electric 
Transportation; Cyber Security; Network Communications; 
Advanced Metering Infrastructure (AMI) and Distribution 
Grid Management. 
 
By mapping the NIST adopted standards to the GWAC 
Interoperability Framework we can develop a very specific 
checklist of standards that should be adopted and enforced 
at different levels of the Framework.  This will help assess 
maturity of an organization from a GWAC Interoperability 
Framework perspective which, in turn, maps to the SGIMM 
5 levels of maturity. 
 
For instance, OpenADR, OpenHAN and ZigBee/HomePlug 
Smart Energy Profile would all be considered standards at 
the Framework Category 4; Semantic Understanding.  They 
may even be applicable at higher and lower Categories and 
it is important to map the standards accurately. 
 
The NIST Roadmap is still in draft form and is expected to 
be an evolving document as standards and the industry 
evolves.  Similarly, the mapping and use as part of the 
SGIMM evaluation process will need to evolve along with 
the Roadmap and actual adoption of standards. 
 

4. SUMMARY OF SGIMM RATING SYSTEM 
 
The framework proposed for a Smart Grid Interoperability 
Rating System includes an identified set of metrics and 
methodologies for incorporating other relevant work into the 
system.  The proposed SGIMM leverages work already 
completed by GWAC, NEHTA, SEI and NIST. 
 
The next tasks include: 

- Developing the specific rating questions for each 
maturity level and goal measurement method. 

- Establishing the process for gathering information 
to evaluate the status of an organization on each 
goal measurement metric. 

8 “NIST Framework and Roadmap for Smart Grid 
Interoperability Standards, Release 1.0 (Draft)”, Office of 
the National Coordinator for Smart Grid Interoperability, 
National Institute of Standards and Technology, US 
Department of Commerce, September 2009. 
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- Establishing the actual rating system – what does 
the interoperability information actually mean in 
predicting ease of interoperability with the 
organization. 

- Understanding how the model can be applied to 
multiple organizations – i.e., how can the ratings be 
used to predict ease of interoperability results 
between two different organizations with differing 
ratings? 

 
Lastly, once an initial complete rating system is designed it 
needs to be piloted to demonstrate that it can be 
implemented and achieve desired predictive results. 
 

5. A SMART GRID INTEROPERABILITY 
CAPABILITY MATURITY MODEL (SGICMM) 

 
While the SGIMM can assess the current level of 
interoperability for technologies and organizations working 
on Smart Grid implementations it does not address how an 
organization and technology eco-system can improve its 
interoperability capabilities.  This is the process assessment 
side of the equation and is more like the CMMI, the SEI 
SGMM or the NEHTA Interoperability Maturity Model as 
applied to e-health care systems.  All of these have as a goal 
the assessment of the current interoperability processes and 
environment in order to develop an interoperability 
improvement roadmap.   
 
In contrast, the goal of the SGIMM is to be able to predict 
and measure the actual inter and intra-system 
interoperability that should be or is occurring at a point in 
time. 
 
A Smart Grid Interoperability Capability Maturity Model 
(SGCIMM) can leverage the combination of the current 
GWAC Interoperability Framework, the SEI-SGMM, the 
NIST Roadmap and the NEHTA Interoperability Maturity 
Model.   
 
It is not the intent in that paper to develop a complete 
interoperability capability maturity model but rather suggest 
a starting point for developing one.  The proposed starting 
point for a simplified SGICMM is as follows: 
 
Level 5: Mature Interoperability Capability.  Organization 
leadership understands, supports and funds adequate 
resources to implement and maintain interoperability best 
practices.  The organization has a robust technology design 
and implementation process that requires components to 
conform to adopted standards and to be certified as both 
conformant and interoperable.  The organization actively 
supports standards efforts and the implementation and 

evolution of robust interoperability verification and 
certification regimes.  A robust maintenance and update 
process for the standards and implemented 
components/systems is planned as part of the project 
including a feedback process to SDOs to improve the 
standards. 
Level 4: Evolving Interoperability Capability.  
 Organization leadership is gaining understanding and 
provides support and funding to implement and maintain 
interoperability best practices, but not at the level required 
to be mature.  The organization has a technology design and 
implementation process that requires components to 
conform to adopted standards and to be certified as both 
conformant and interoperable.  But there are times or parts 
within the organization that do not or cannot (due to 
immature standards) implement good interoperability design 
all the time.  The organization actively supports standards 
efforts and the implementation and evolution of robust 
interoperability verification and certification regimes.  A 
maintenance and update process for the standards and 
implemented components/systems is planned as part of the 
project including a feedback process to SDOs to improve 
the standards. 
Level 3: Modest Interoperability Capability.  Organization 
leadership is gaining understanding and provides some 
support and funding to implement and maintain 
interoperability best practices, but not at the level required 
to be mature.  The organization is developing a technology 
design and implementation process that requires 
components to conform to adopted standards and to be 
certified as both conformant and interoperable.  But there 
are frequent times or parts within the organization that do 
not or cannot (due to immature standards) implement good 
interoperability design all the time.  The organization is 
starting to support standards efforts.  A maintenance and 
update process for the standards and implemented 
components/systems may be planned as part of projects. 
Level 2: Nascent Interoperability Capability.  Organization 
leadership is just starting to understand what is required to 
implement and maintain interoperability best practices, but 
support and funding are on a project-by-project basis.  The 
organization is just starting to develop a technology design 
and implementation process that requires components to 
conform to adopted standards and to be certified as both 
conformant and interoperable.  But more often than not the 
organization does not or cannot (due to immature standards) 
implement good interoperability design except in special 
cases.  The organization is just starting to support standards 
efforts.  A maintenance and update process for the standards 
and implemented components/systems is not planned as part 
of projects. 
Level 1: No Interoperability Capability.  Organization 
leadership does not understand what is required to 
implement and maintain interoperability best practices.  The 
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organization is does not have a technology design and 
implementation process that requires components to 
conform to adopted standards and to be certified as both 
conformant and interoperable.  The organization does not or 
cannot (due to immature standards) implement any 
interoperability design.  
 
 
Key Conclusions from this paper:  
 

o A good deal of work has already been done that can 
serve as the basis for a model and rating system for 
smart grid interoperability maturity. 

o There is a well-developed set of interoperability goals 
already in place that can serve as the goal-posts against 
which to measure interoperability maturity of an 
organization. 

o A five-level maturity model is proposed that would 
examine an organization’s behaviors in pursuit of the 
goals of interoperability maturity. 

o The method for leveraging prior work by GWAC, SEI 
and NIST is outlined and demonstrated. 

o Additional work needs to be done to establish the 
details of the rating system, the methodology for 
developing ratings and the value of such ratings. 

o Finally, an initial model for measuring interoperability 
“capability” is proposed.  This could become the basis 
for evaluating an organization’s interoperability 
processes and developing a process improvement 
roadmap for maturing its interoperability. 
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Abstract 

The core business of energy generation, transmission and 
distribution has been operated and managed by non-IT 
systems for years. IT has only had modest role in energy 
operations. With Smart Grid, the paradigm is about to 
change. The ambitious objectives of Smart Grid, when 
combined with some early warning signs from those who‘ve 
embarked on the journey, indicate that the role and 
complexity of IT is being grossly under-estimated, and that 
IT is going to play a more prominent, if not dominant, role 
in making Smart Grid a reality. The Power industry needs to 
take a careful, hard look at these indicators, do appropriate 
course correction and reconcile with the role that IT will 
play in Smart Grid and Demand Response programs. IT will 
need to develop a Strategic ―Smart Grid Architecture‖ as 
opposed to what we call an ―Accidental Architecture‖. This 
paper discusses some of the IT-related challenges that need 
to be addressed to make Smart Grid programs successful. 
Gaps in the current approach are identified and an open, 
vendor independent, product agnostic and technology 
neutral Smart Grid Reference Architecture (SGRA) is 
proposed based upon the GridWise® Interoperability 
Context-Setting Framework. Finally, a roadmap for 
implementing an Integration Architecture is suggested in 
order to make Smart Grid and Demand Response a reality. 

1. INTRODUCTION 

1.1. Overview 

The Power industry has traditionally been a laggard in 
adopting Information Technology, either because of a lack 
of funding or the absence of business drivers mandating the 
development of  a strategic IT architecture. The motivation 
for creating a strategic IT architecture (also known as an 

Enterprise Architecture) has not been compelling to date.  
To realize the vision of Smart Grid and Demand Response 
(SG & DR) however, Power companies will have to 
address, at a minimum, integration-related aspects of 
strategic enterprise architecture, to address IT challenges 
related to Interoperability with applications and systems 
(within and outside their organization), Integration 
complexity, Data Volume, Real-Time data needs, Event 
processing, Throughput, Performance, and Security. 
Furthermore, new business models such as PHEVs, 
Distributed Renewable Generation and new mandates such 
as FERC Order 719 for load curtailment, impose even 
greater architectural demands around interoperability, 
application & data integration, IT governance, security and 
data management. There is enough empirical evidence from 
organizations implementing SG programs to support the 
concern that systemic problems within today‘s IT could 
seriously derail many Smart Grid programs before they get 
off the ground.  Therefore, without a strategic vision, 
planning, and an architectural approach, Smart Grid and 
Demand Response programs will pose formidable 
challenges that cannot be fully solved. 

1.2. Relation to GWAC Context-Setting Framework  

The GridWise Architecture Council (GWAC) in its 
Gridwise Interoperability Context-Setting Framework [1] 
has introduced interoperability groups, categories and a 
classification of interoperability issues that cut across these 
layers. GWAC suggests that domain experts ―articulate the 
detailed nature of each issue areas in separate documents 
engaging interested experts in their creation‖.  

The foremost intent of this paper is to raise visibility to IT 
and Interoperability challenges and propose the importance 
of addressing them in a proactive and strategic manner in 
order for companies to successfully deliver SG & DR 
programs. Based upon GWAC‘s Framework, as illustrated 
in Figure 1, this paper proposes a Model or a Smart Grid 
Reference Architecture (SGRA) for the Energy Industry that 
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specifically addresses the Integration and Interoperability 
challenges with respect to the integration issues identified in 
this document. The proposed SGRA is independent of 

any product, technology and/or vendor bias and could be 
used by Generation, Transmission, Distribution, Curtailment 
Service Providers, Coops, Market participants & 
aggregators, and other stakeholders in the Energy industry 
to set the foundation and launching of SG & DR programs.  

Figure 1 also illustrates the approach to SGRA. At the very 
top, based upon the GWAC‘s Context setting framework,  
this paper identifies 16 major IT related integration 
challenge areas and 57 sub-areas in detail that have been 
mapped to the GWAC‘s three interoperability groups, eight 
categories and ten cross-cutting issues. A set of metrics and 
formulas such as the Integration Complexity, the Bridge 
Index, the Scope calculations due to the Ripple effect and 
others are proposed that enable stakeholders to quantify the 
depth of these challenges. An open Smart Grid Reference 
Architecture (SGRA) with architectural modules and 
capabilities is derived that is specifically targeted towards 
solving these challenges. And finally a template for the 
integration Roadmap is proposed that will enable 
stakeholders to leverage the SGRA and adopt it to their 
particular businesses and SG & DR programs. 

1.3. Current State of Smart Grid and IT 

IT as an afterthought - especially around application 
integration - continues to be the norm for majority of Smart 
Grid pilots across North America. For example, most 
utilities are focused exclusively on deploying smart-meters, 
communication infrastructure and Meter Data Management 
(MDM) products in their pilot phases and hardly any have 
included developing a strategic integration architecture that 
ties MDM data with other enterprise applications such as 
Outage Management System (OMS), Customer Information 
System (CIS), Geographical Information System (GIS), 
Distribution Management System (DMS), and Supervisory 
Control and Data Acquisition (SCADA). Additionally, the 
popular approach of connecting MDM with CIS in a point-
to-point manner may work for low volume and low 
transaction pilots but may not scale to production quality 
volumes and bi-directional communication models. 
Moreover, if the CIS is ever to be replaced, the MDM 
integration with CIS will require redesign and rework. In the 
absence of a strategic IT approach, current integration 
practices provide little value to achieving the larger SG & 
DR objectives from an IT perspective. In fact, some early 
warning signs from those who have embarked on the 
journey indicate that the integration complexity has been 
grossly under-estimated and can no longer be ignored. Many 
projects have been delayed due to the technical challenges 
brought about by the lack of strategic IT planning. 

 

Integration Complexity 

Bridge Index 

Ripple Effect 

Data Volume 

Scope Calculations 

IT Integration 
Challenges & GWAC 

Interoperability 
mapping 

Grid Wise Context 
Setting Framework 

Open Smart Grid 
Reference 
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Smart Grid 
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Figure 1:  IT Challenges & Smart Grid Reference 

Architecture per GWAC Context-setting framework 
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Although the current tactical approach may have served 
companies well in the past, it will certainly not scale to 
support the larger vision of Smart Grid and Demand 
Response. Success or failure could rely squarely on the 
approach to solving the core IT challenges. Again, success 
will require a strategic rather than a tactical approach 
because the stakes are high as the Power industry launches 
new Smart Grid programs. 

1.4. The Choices facing us 

The Electric Power industry has two choices: One, to be 
proactive and have a strategy for managing Grid Operations 
& IT transformation through a strategic ―Smart Grid 
integration architecture‖, or two, be reactive and tactical in 
responding to problems as they appear. The latter approach 
is risky and will prove to be a major impediment to Smart 
Grid success. Integration has to be one of the top priorities 
for companies executing SG & DR programs.  

2. CURRENT STATE - THE ACCIDENTAL 

ARCHITECTURE 

IT and Power Systems Engineering (OT) applications have 
typically operated in silos due to the lack of any compelling 
need for integration – integration between business units, 
integration between business processes, integration between 
applications, and even integration of databases. Up until 
now, the industry has had minimal real-time integration 
capabilities built into IT systems because applications and 
data integration needs have been met tactically through a 
one-off and project-based approach. IT has never had the 
motivation, the business drivers or the budget to develop a 
strategic architecture or develop a standardized approach to 
integration. Application and Data integration requirements 
have been met through a tactical approach based upon any 
available technology or middleware offered by the 
application or system vendor. Available resources have had 
to develop quick point-to-point interfaces between 
applications to achieve near-term objectives. Each interface 
is non-standard and custom-coded. Many of these interfaces 
are batch rather than real-time, with database links and 
proprietary code that is customized by writing more code 
within the application.  

A point-to-point integration approach is not scalable, 
precludes future upgrades, and increases risk to the 
organization, as any change to the application would have a 
Ripple Effect on other downstream applications. Although 
the custom interface meets short-term needs, it stifles future 
growth and scalability. The integration gap keeps widening 
over time with custom code written for each P2P interface. 
The viral impact of the point-to-point architecture continues 
to reduce the overall integration capability, making each 
change riskier than the one prior.  Data continues to be 
locked in silos and sharing becomes a significant challenge 
over time. This growth over the years has resulted in what 

we refer to as an "Accidental Architecture". Figure 2 
illustrates an example of an Accidental Architecture. 

3. IT CHALLENGES 

This section discusses Accidental Architecture and a few 
other IT related challenges that must be addressed as 
organizations launch SG & DR programs. Successfully 
tackling these challenges will enable organizations to clearly 
execute on their vision of developing a Real-Time 
Integration Architecture that will serve as a foundation for 
all SG & DR programs. This section describes 16 major IT 
challenge areas and 57 sub areas. Section 4 provides a 
summary of these IT challenges for quick reference. 

Section 5 maps these challenges to the GWAC context- 
setting framework. 

3.1. Point-to-Point Architecture Challenge 

―Accidental Architectures‖ that have evolved over time are 
based upon a Point-to-Point (P2P) approach where 
applications communicate and ―talk‖ to one another directly 
through custom-code and without any intermediary. Figure 
3 illustrates two such applications (Application A and 
Application B) that use custom-code to communicate with 
each other. 

3.1.1. Purpose of P2P Custom Code 

Custom-code is required to handle all aspects of 
communication between the two applications as they need 

Courtesy: A Utility - name intentionally not disclosed 

 

Figure 3: Point to Point Architecture 
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Figure 2: The “Accidental Architecture” 
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to be ―application aware‖ of each other. Given the tight 
dependency between two applications participating in a 
transaction, a P2P interface is also referred to be a ―Tightly 
Coupled‖ interface.  

Custom code is needed for each interface. For example, if 
there are two interfaces between two applications, then each 
application would require two sets of custom code to 
support two different interfaces. Figure 4 illustrates two 
custom code modules in each application – one per 
interface.  

3.1.2. Anatomy of P2P Custom Code 

P2P interface code for each interface is shown in Figure 5 
and includes the following:  

(a) The motivation & Business Process 

Why the communication is needed. The two applications 
have custom code that is specific to each interface and how 
it will be used. Each interface is associated with one 
business process or one business objective. A different 
business process requiring similar data may be incapable of 
using the same interface. 

(b) Payload & Message Handling  

What data (payload) is being sent and in one of a number of 
formats. Each application must know what data and format 
will be used by the other application with which it 
integrates. 

(c) Message Handling:  

The sender then creates a message or a file in a particular 
format that is tailor made to the receiving application‘s 
expectations. The receiving application has custom code for 
each interface that deciphers the message or file and acts 
upon the data.  

(d) Protocol and Communication Handling 

How to communicate with the other application, e.g., real-
time, batch, over FTP, UDP, TCP/IP, HTTP etc. 

This is termed as ‗Communication Handling‘. The custom 
code in each application has information whether it requires 
a message or a file for a particular interface (and it can be 
different for two interfaces between two applications). The 
sender has custom code to manage the sending of the 
message or file, and the receiving application has reciprocal 
code to receive the message and processes the inbound 
message or file. A trigger may invoke a transaction based 
upon a schedule, a particular time, a manual input or some 
other level of automation. Similarly, there can be a mode 
and a particular mechanism to facilitate the message.  If a 
response or some form of acknowledgment is expected for 
each message sent and received successfully, then the 
receiver sends an acknowledgement or appropriate response 
to close the transaction. Additionally the custom code 
includes code for every interface that makes it ―aware‖ of 
the application it is interfacing with. 

(e) Frequency  

When and how often to communicate: Each of two 
applications has custom code that is aware of the frequency 
or timing of message delivery. 

(f) Transaction Source and destination 

Where is the request coming from and where is it going? 

Who is the data intended for and how should the data be 
consumed? 

(g) Error Handling 

Each application may also have custom code to handle 
errors. Often, error handing is a key aspect of integration 
and it can frequently take more code to handle errors and 
exception than the actual interface or business logic that is 
the basis for the interface. Errors can occur during 
communication, by handling invalid or wrongly formatted 
data, and through predictable or unpredictable conditions 
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Figure 4: Two P2P Interfaces with Custom Code 

 

Figure 5: Anatomy of P2P Custom Code 
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(i.e. exceptions). Absence or weakness in any one area 
results in quality issues, making the interface error prone. 

Every P2P interface requires this custom-code in both the 
sending and receiving application. As shown in Figure 6, if 
any application connected via the P2P custom code is 
removed, altered or upgraded – in this case a CIS 
application is to be upgraded - it impacts other ―adjacent‖ 
applications, and the custom code will stop working in those 
applications. If the CIS application is to be upgraded, the 
P2P interfaces between the CIS and MDM, SCADA, DMS, 
OMS and GIS will not work.   

3.1.3. Anatomy of P2P Custom Code for Real-Time 

High Transactions Interfaces 

Some P2P interfaces requiring real-time integration to 
support multiple transactions require a higher degree of 
error handling, reliability, scalability, and durability 
capabilities. This is because if there are more than two 
transactions using a particular interface, then each 
transaction would be made to be ―thread-safe‖ so that one 
transaction does not influence or change the context of the 
other transaction. Some arbitration logic is also developed to 
prioritize and serialize the transactions.  Poorly written 
custom code can result in blocked transactions, bottlenecks, 
and latencies due to serialized transactions. Also, databases 
can get locked or take inordinate amounts of time for simple 
I/O, and transactions can get ―hung-up‖ or fail 
unpredictably.  

3.1.4. Why P2P Custom Code is difficult to maintain? 

P2P interfaces evolve over time. Most of the P2P interfaces 
are developed based upon the tactical needs of the project, 
the integration capabilities of the two applications and by 
using software and technologies available at the time. 
Furthermore, design of each interface is one-off and the 
development languages used may be different depending 

upon the skills of the developer(s). Over time, lack of 
standards and a common integration approach, will result in 
a myriad of custom and proprietary P2P interfaces. Many 
such interfaces are developed with little-to-no 
documentation. At times, the code for the interface is also 
unavailable and each interface may not conform to any 
standard or integration technology. The proprietary nature 
of each interface, combined with a lack of documentation 
adds to its fragility. The P2P interfaces are rarely modified 
once installed. Over time there is duplicate and redundant 
code with very little re-usability. Code is written and tested 
repeatedly for similar capabilities without any motivation 
for developing a common platform or a set of libraries that 
can be reused. Over time organizations learn to live with the 
way a certain interface operates and business processes 
evolve over time to embrace the idiosyncrasies of 
application interfaces. Applications in which these custom 
interfaces live become ‗un-upgradable‘, and over time the 
inertia leads to an Accidental Architecture. 

 

 

3.1.5. P2P Custom Code Complexity 

Figure 7 illustrates a P2P Architecture between five 
applications where each application interfaces with the other 
four applications in a point-to-point manner. In this 
example, application A integrates with four separate 
applications in four different ways through four different 
custom coded modules – one for each application interface. 
Each of the other applications (B, C, D and E) must also 
have a custom module to interface with Application A. If 
application A has two integration points with application B, 
two with application C and so on, then an IT group will 
need to write eight modules in application A to support two 
interfaces per application. Each of the other applications 
will also need to develop two custom modules per interface 
to integrate with application A. As is evident, custom code 
in applications could evolve over time to a point where 
application upgradability is cost prohibitive, resulting in 

 

Figure 6: Removing an application will make all P2P 

custom code inoperable 
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Figure 7: Custom Code per interface in each 

Application 
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highly customized applications and systems. If there is ever 
a need to upgrade such an application, then many 
downstream applications that are directly connected to that 
application in a P2P fashion will also be impacted. 

3.1.6. Summary of P2P Sub challenges 

 Custom code issues; 

 No re-usability of any code; 

 Different Payloads for integration; 

 Different Protocols for integration; 

 Different Logging mechanisms; 

 Unpredictable QoS; 

 No Runtime for Scalability; 

 No Common Vocabulary; 

 No Distributed Transaction capability; 

 Unreliable security; 

 No centralization; 

 No standard way of integrating 

3.2. Integration Complexity Challenge 

With P2P architecture, the integration complexity will 
increase over time. Integration complexity for every 
organization is different and provides an indication of (a) 
the scope (investment required) and (b) if a strategic 
approach to integration is needed. We have described a 
means of calculating the Integration Complexity for any 
project, and an integration complexity index – known as the 
Bridge Index, will enable organizations to determine if a 
strategic integration architecture is needed. Armed with that 
data, organizations can plan their integration strategy as they 
launch their SG & DR programs. The following may be 
leveraged to calculate the Integration Complexity and the 
Bridge Index within an organization.   
 

𝐼𝑐 = 𝑘    [ 𝐼𝑑   .  𝐼 𝑎   ]

𝑛−1

𝑘=1

 

 
 

𝑁𝑚= 2. 𝐼𝑐  
 

𝐵𝐼𝑐= Bridge Index based upon 𝐼𝑐  (per Table 1) 
 

Where  
- 𝑰𝒄 = 𝐼𝑛𝑡𝑒𝑔𝑟𝑎𝑡𝑖𝑜𝑛 𝐶𝑜𝑚𝑝𝑙𝑒𝑥𝑖𝑡𝑦 

 
- 𝒌 = 𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑁𝑜𝑑𝑒𝑠 𝑜𝑟 𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠 
 

- 𝑰𝒅 = Integration Density as a Percentage. If every 
application has an interface with other applications 
then this is 100% .If every application interfaces with 
one in two applications then this is 50%. On an 
average, organizations could use 25% as an average 
number for their enterprise in general and 40 to 50% 
for a project with well defined application scope. 
 

- 𝑰𝒂 = Average Interfaces between Applications. 
Example, if there are two interfaces between two 
applications, then this is 2. In general two applications 
may have more than one integration point between 
them.  

- 𝑵𝒎 = Number of Integration modules / Custom Code 
that is required to support the Integration Complexity. 
 
The following Table illustrates a scale that can be used 
to measure the Integration Complexity across any 
organization. First calculate 𝑰𝒄 to quantify your 
organization‘s Integration Complexity. Then, based 
upon the table below identify the Bridge Index with 
complexity as Low, Medium, High or Very High.  
 
Table 1: Integration Complexity & the Bridge Index 

 
Integration 

Complexity Range 

𝑩𝑰𝒄 
The Bridge Index  

𝑰𝒄 = 𝟏 𝒕𝒐 𝟏𝟎 Low 
𝑰𝒄 = 𝟏𝟏 𝒕𝒐 𝟓𝟎 Medium 
𝑰𝒄 = 𝟓𝟏 𝒕𝒐 𝟐𝟎𝟎 High 
𝑰𝒄 = 𝟐𝟎𝟏 & 𝑖𝑔𝑒𝑟 Very High 
 

 
For the illustration shown in Figure 7, the Integration 
Complexity and The Bridge Index can be calculated as: 
  
𝑘 = 5 Nodes or 5 applications 
 

𝑰𝒄 = (𝟏 + 𝟐 + 𝟑+ 𝟒 ) X 100%  X  4 = 40 
 
The Bridge Index with Integration Complexity 𝐼𝑐 = 40 is 
Medium.  
 

𝑻𝒉𝒆 𝑩𝒓𝒊𝒅𝒈𝒆 𝑰𝒏𝒅𝒆𝒙 =  𝑩𝑰𝒄= Medium 

The higher the 𝐼𝑐  the stronger the case for a strategic 
integration approach. Total number of Custom modules 
need to support Integration complexity of 40: 

 

𝑵𝒎 = 𝟐 𝒙 𝟒𝟎 = 𝟖𝟎 
 
If P2P architecture is leveraged then the total number of 
custom modules 𝑁𝑚  that will be required to be developed is 
80 to support the Integration Complexity of 40. 
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3.3. The Ripple Effect Challenge 

3.3.1. The Ripple Effect 

Tightly coupled applications are at the core of the problem 
inherent in today‘s IT systems. P2P architecture is inflexible 
and difficult to undo. As shown in Figure 8, if application A 
requires an upgrade or needs to be modified, it impacts 
application B and application C because it is tightly coupled 
with these applications. If application C is changed, it will 
require changes to other downstream applications such as 
application E and perhaps application D. In other words, 
changes to one application may impact not only the most 
immediate applications but also the applications that are 
indirectly connected through second and third degrees of 
separation. This is termed as the ―Ripple Effect‖.  

3.3.2. The Ripple Effect Calculation 

Applications within the ripple will be candidates for 
modification. The ripple can cause increase in scope, greater 
disruption to the business, higher risk, and higher overall 
cost. A more strategic approach would solve the underlying 
problems and contain the project scope by reducing the 
number of applications impacted by the ripple. An approach 
to containing the Ripple Effect is warranted in order to 
reduce the impact and scope to reasonable risk and tolerance 
levels.  

Figure 9 shows the Ripple Effect that impacts applications 
in the first, second, and third ripple. 

The applications impacted by the Integration Ripple Effect 
can be calculated based upon a ―Rule of Thumb‖ formula as 
follows: 

𝐼𝑅  =  (n  .  𝐴𝑅)  - 1  
 

Where  
- 𝑰𝑹 = 𝐴𝑝𝑝𝑙𝑖𝑐𝑎𝑡𝑖𝑜𝑛𝑠 𝑖𝑚𝑝𝑎𝑐𝑡𝑒𝑑 𝑏𝑦 𝑡𝑒 𝑅𝑖𝑝𝑝𝑙𝑒 𝐸𝑓𝑓𝑒𝑐𝑡 

 
- 𝒏 = 3 𝑓𝑜𝑟 𝑆𝑚𝑎𝑙𝑙 𝐼𝑇 𝑜𝑟𝑔𝑎𝑛𝑖𝑧𝑎𝑡𝑖𝑜𝑛𝑠,  

4 𝑓𝑜𝑟 𝑚𝑒𝑑𝑖𝑢𝑚 𝐼𝑇 𝑠𝑜𝑝𝑠 𝑎𝑛𝑑 5 𝑓𝑜𝑟 𝑙𝑎𝑟𝑔𝑒 𝐼𝑇 𝑠𝑜𝑝𝑠 

 
- 𝑨𝑹 = Applications directly integrated with the scoped 

application or applications. 
For the illustration shown in Figure 8, considering a small 
IT shop with 𝑨𝑹 = 𝟐 and 𝒏 = 𝟑, the Integration Ripple 
Effect can be calculated to be 5, signifying that about 5 
downstream applications can get impacted due to changes in 
one scoped application.  

𝐼𝑅  =  (3  . 2)  - 1 = 5 

3.3.3. The “indefinable” Scope 

Sometimes, the seemingly simple task of defining the Scope 
of an integration project may be one marred with 
challenges. It may be difficult to define the applications that 
are within the scope and those that are not because the 
impact on downstream applications due to The Ripple 
Effect may mandate changes to many other applications 
beyond those originally scoped. Therefore, it may be 
prudent to (a) exercise caution and not neglect the impact 
that the Ripple Effect can have to downstream applications 
beyond those originally scoped and (b) it is important to 
have a strategy to contain the Ripple Effect in order to 
manage risk. The higher the Ripple Effect, the greater the 
risk and higher the business case an organization has for 
developing a Strategic Architecture. 

3.3.4. Summary of Ripple Effect Sub challenges 

 Impact on Downstream Applications unknown; 

 Defining the Scope Issues. 

 

Figure 9: The Ripple Effect 

 

Figure 8: Applications Impacted due to Ripple Effect 

Copyright © 2009 BRIDGE Energy Group 

Copyright © 2009 BRIDGE Energy Group 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 255



 

                                           Copyright © 2009 Tony Giroti, All Rights Reserved                                    

3.4. The Data Volume Challenge 

3.4.1. Data Volume Storage challenge 

Some of the initial focus around Smart Grid and Demand 
Response has been in the areas of deploying Smart Meters 
and reading these through the Automated Meter Reading 
(AMR) and Automated Meter Infrastructure (AMI). Meter 
Data Management products and applications are being 
employed to collect the data for various Smart Grid 
initiatives such as Advanced Billing, Real-Time Pricing and 
managing grid reliability. These programs call for collecting 
huge volumes of meter data on a fifteen minute interval 
basis. For a million meters, this data amounts to roughly 
1,111 TPS (transactions per second).  

Transaction Volume = 1,000,000

15 𝑋 60 
 
𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠

𝑠𝑒𝑐𝑜𝑛𝑑
= 1,111 tps      

If each transaction is 1,000 bytes (1Kb) then 1Kb x 1111 
transactions = 1,111 Kb are required per second. This is 
equal to 1Mb of data gathering and storage per second.  
Data Collected Per Hour  = 1 MB x 60 x 60 = 3.6GB. This 
is equal to 85GB per day; 2.6TB per month; and 30 TB per 
year.  

According to some recent data [8] from Austin Energy, their 
messages are between 4K and16K which means the storage 
capacity needed for a million meters is equal to 4 to 16 
times the above numbers i.e. 340GB to 1.36TB per day; 
10.4TB to 41.6 TB per month; and 120 TB to 480 TB per 
year of storage capacity. 

Transactional data collected from customer meters can 
quickly reach staggering proportions that will require 
significant storage capacity and an information life cycle 
management approach to managing the data based upon 
some strategic approach where the value of data or at least 
that level of granularity, will gradually diminish over time. 

3.4.2. The Data Volume sub-challenges 

 Storing Large Volumes of Data; 

 No Information Life Cycle Management; 

 No Storage Strategy. 

3.5. The Performance & Throughput Challenge 

3.5.1. Transaction Performance Challenge 

Transaction performance is critical to the success of any 
system. Many SG & DR projects are hitting performance 
bottlenecks due to architectural constrains. Energy 
companies might consider the TPC-APP Benchmark™ [6] 
as a way to measure their application performance. TPC-C 
is a transaction processing benchmark that can be used to do 
performance related planning that may be required to 
manage the transaction load and throughput. 

Consider an AMI/AMR project that requires collection of 
data from a million smart-meters at 15 minute interval. Per 
earlier section: 

The Transaction volume = 1,000,000

15 𝑋 60 
 
𝑡𝑟𝑎𝑛𝑠𝑎𝑐𝑡𝑖𝑜𝑛𝑠

𝑠𝑒𝑐𝑜𝑛𝑑
= 1,111 tps      

This is equal to over 90 million transactions per day.  The 
sheer handling of such transaction load may be a significant 
challenge and will require careful planning and selection of 
the appropriate communication technologies and MDM 
vendors.  In addition to collecting the data, an organization 
will need to manage performance and storage challenges. 

3.5.2. Data Transformation Performance Challenge 

Each transaction may or may not require Transformation 
depending upon the meters. If Transformation of data is 
required for half the transactions then you will have 550 
data transformation transactions per second. This includes 
an additional load of 550 TPS. This is equal to 45 million 
transactions per day. Additionally, a significant source of 
bottlenecks is the transformation of XML docs from one 
format to another if a SOA strategy is employed.  

3.5.3. Event Handling Performance Challenge 

A Complex Event Processing infrastructure is required to 
detect system and business events. This infrastructure will 
need to detect events ‗just-in-time‘. With over 90 million 
records, the detection of a ―needle in a haystack‖ must work 
day after day, month after month, with little to no room for 
error.   

If any of the transactions is a ‗last gasp‘, then such events 
will require tracking and action. One could assume that 
there may be 0.01% chance or 1 in every 10,000 meters that 
may send a last-gasp every day. As a result there may be 
about 100 last-gasp messages per day that require a business 
action like automated self-healing or a work order creation 
and crew-dispatch. Either way, such a transaction needs to 
be processed when it occurs.  

3.5.4. Manual (Human Task) Intervention Challenge 

If 0.1% of the transactions ‗error-out‘, then we will have 1 
transaction every second (or 60 every minute, or 360 every 
hour) that will require manual or some type of ―Human 
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Task Interface‖. Manual intervention needs to be kept to a 
minimum. 

3.5.5. Database Performance Challenge 

A large volume of transactions will need to be written into 
the database. At the rate of 1,000, about 90 million 
transactions may be written in a day. In some instances, to 
narrow down an outage, the last gasp meter data may need 
to be accessed from the ever growing transactional database 
(as shown in Data Volume section) resulting in significant 
performance bottlenecks in database I/O. In this example, if 
there is 30 days worth of data in the database, then database 
records that will have to be searched = 90 million x 30 days 
= 2.7 billion records. This may result in serious database 
performance issues. Optimizing the database indexes and 
parallelizing the databases will be a pre-requisite. 

3.5.6. System Performance Challenge 

A general practice is to add more CPU and hardware to 
solve a performance problem. Although a short term fix, 
performance problems will re-surface over and over again 
until the fundamental architecture is altered. 

Storage Architecture and capacity planning around storage 
devices is required to minimize performance hits and to 
optimize disk I/O performance. 

Transaction accountability requires tracking of each and 
every transaction all the way from its genesis to termination. 
A synchronous logging capability may choke a high 
transactional system. Alternative architectural approaches, 
such as Asynchronous Logging, may be leveraged in order 
to optimize performance. If each transaction is 1,000 bytes 
(1Kb) then 1Kb x 1111 transactions = 1,111 Kb per second 
are required. This is equal to 1Mb of logging data per 
second. 

3.5.7. The Performance & Throughput challenges 

summary 

 Performance issues related to Retrieving Data / 
Database Performance; 

 Transaction Performance; 

 Event Handling performance issues; 

 Human Task challenges; 

 System Performance. 

3.6. Organizational Challenge 

3.6.1. CIO, CTO and Budget challenge 

In some organizations, the role of Chief Information Officer 
(CIO) and Chief Technology Officer (CTO) is either 
missing or its role diminished. Even in organizations with a 
CIO, IT management is not always represented at the 

executive level and therefore often does not get its ‗fair 
share‘ of budget or resources. This will have to change with 
SG & DR. 

3.6.2. Perception that IT is not Strategic is a challenge 

The Electric Power industry typically has been a laggard in 
investing in the IT organization, leveraging it based upon an 
ad-hoc and tactical versus a strategic approach. As a result, 
IT has often been working in a very reactive mode. In most 
organizations, IT has been relied upon merely to deliver the 
―bare minimum‖ that the business requires. Consequently, 
many IT departments are missing an organizational structure 
that is capable of leading a rather large SG & DR initiative 
which requires strong technical leadership, discipline, 
standards, processes, methodologies and a governance 
framework. 

3.6.3. Outsourcing challenges 

Finally, many in our industry have outsourced the 
Architecture and Integration to overseas companies or large 
organizations without appropriate project controls and 
technical leadership. These projects can only be successful 
with appropriate project controls, technical leadership and 
project governance.  

3.6.4.  Organizational Challenges Summary 

a. Missing CIO, CTO and Budget 
challenge; 

b. Perception that IT is not Strategic is a 
challenge; 

c. Outsourcing without controls challenge. 

3.7. Service Oriented Architecture Challenge 

To do or not to do SOA is the big question? Here are the 
core challenges based upon history and empirical data that 
need to be addressed. 

3.7.1. SOA is a new paradigm within the Electric  

Power Industry 

SOA is new to the Power industry. There have been 
numerous false starts in adopting SOA. Many of the early 
initiatives have failed on first try and are requiring a fresh 
start – primarily due to lack of SOA vision, strategy and 
experience. Some early adopters had wrongfully assumed 
that buying a SOA tool equates to doing SOA. This is 
wrong. Vision, strategy and technical leadership must 
precede SOA tool procurement. 

3.7.2. SOA is being used in a limited way 

Many whom have embarked on the SOA journey are using 
the SOA tool in a very limited capacity without unleashing 
the true value of SOA – which is developing services and 
building a loosely coupled architecture. Many have 
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deployed the SOA tool as an Enterprise Service Bus (ESB) 
but are using only the transport capability of the ESB to 
merely send and receive messages, primarily through 
custom code that is based upon a P2P approach. A Loosely 
Coupled Architecture and appropriate deployment of the 
tool will alleviate these issues. 

3.7.3. Tool Limitation or Missing Strategy? 

Thirdly, there are others who have used the tool without 
success and who have relegated failure to limitations of the 
tool. Some in the latter group are even considering another 
SOA tool in the hope of generating success. The fact is that 
most tools have over 80-90% overlap around basic 
functionality. The SG & DR Program Managers should 
carefully evaluate (and, in some cases, re-evaluate) their 
approach, methodology, technical leadership, architecture 
and project plans. Compared to the Point to Point example 
shown in Figure 7, here are the overhead reductions with 
SOA. For a P2P 5-node architecture 

𝑰𝒄 = 40 Interfaces 
𝑵𝒎 = 𝟖𝟎 𝑪𝒖𝒔𝒕𝒐𝒎 𝑴𝒐𝒅𝒖𝒍𝒆𝒔 

 

Compared to P2P architecture, a 5-node SOA, or 5 
applications-based SOA architecture will require: 

 5 Application Adapters (one for each application) 

 5 Integration Points 

 One type of Protocol and One type of Payload 

 Furthermore the intermediary or the ESB contains 
the “Run-time” generic code to manage the 
scalability, reliability, maintainability, durability, 
and flexibility aspects of the interface. None of that 
exists in the application 

3.7.4. SOA Challenges Summary 

 SOA new to the industry; 

 SOA tool being used in limited way; 

 Lack of strategy and vision being perceived as 
tool limitation. 

3.8. Transaction Processing Challenge 

3.8.1. Limited experience with OLTP 

Transaction Processing systems have rarely surfaced as a 
requirement in many of today‘s IT departments within the 
Electric Power industry. Albeit that Grid Operations and 
Market Operations have required transactional capabilities 
at the ISO / RTO level, the Generation, T&D, IOUs and 
Coops have had minimal business cases causing them to 
develop transactional systems. Transaction Processing 

Systems (also referred to as On Line Transaction Processing 
Systems, or OLTP) have not been pervasive in the Power 
Systems industry because, by definition, OLTP systems 
embody capabilities that leverage real-time data to make 
real-time decisions through real-time interaction with one or 
more (distributed) applications and one or more (distributed) 
databases. This has not been a requirement until now. (Just 
to dispel a misconception, an OLTP system is not purported 
to be an application or system for taking on line orders – 
though such an application does qualify as an OLTP 
system). 

Why are transactional or OLTP systems important now?  

- First, SG & DR programs will require a real-time 
architecture where disparate applications can 
interoperate with one another to achieve objectives of 
SG & DR, such as Self Healing, Load Curtailment, Air 
Condition Load management and others. These 
capabilities require applications like DMS, MDM, CIS, 
OMS, SCADA and others to interoperate without 
compromising their data integrity or their application 
performance. 

- Secondly, the core focus of Transactional Systems is to 
minimize latency, maximize throughput and manage 
technical aspects of a transaction such as managing 
locking, logging, tracing, and recovery and to guarantee 
what is termed as the transaction properties – also 
referred to as the ―ACID‖ properties. These 
Transactional capabilities and ACID properties are 
essential to making Smart Grid and Demand Response 
a success.  

Although sub-second response time is not required to 
achieve Smart Grid and Demand Response objectives, the 
tenets of Transactional Processing attributes, like reducing 
locking, managing large volume of transactions, 
guaranteeing transaction delivery, logging, recovery and 
ACID capabilities are required to achieve a Real-Time 
architecture and SG & DR objectives.   

3.8.2. Transaction Processing Challenges Summary 

 Distributed Transaction challenges; 

 No Two-Phase commit and ―ACID‖ capabilities; 

 No Transaction Processing Runtime or TP 
Monitor. 

3.9. Security Challenge 

3.9.1. No common security model 

Security is a significant challenge in today‘s interconnected 
world of Power Systems and IT systems. Key safeguards 
that have already been mandated by NERC CIP 002-009 
requirements and auditing guidelines have ensured safety of 
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critical cyber assets and related technologies. As of this 
writing, a similar mandate is not yet in place for IT Security. 
This paper recommends FERC and NERC to provide formal 
guidelines to protect IT assets or expand the NERC CIP to 
accommodate the IT-portion of CCA requirements. A 
cyber-security coordination taskforce has recently released 
some guideline for the US Smart Grid that could serve as 
the basis for IT Security [3] [4] [5]. 

Given the critical role that IT systems will play in concert 
with SCADA, DMS and MDM applications, many of the 
decisions for SG & DR initiatives will originate from the 
programmable business rules and SG & DR applications 
resident within the IT realm. Transactions such as triggers to 
connect / disconnect a customer‘s Smart Meter could 
originate from the CIS application, perhaps based upon a 
change in customer status, or an outage pattern could be 
detected based upon consistent ―last-gasp‖ reads from a 
localized set of meters. This can result in initiation of self 
healing of the grid, or a critical peak condition could be 
detected resulting in automated Load Curtailment 
instructions to Curtailment Service Providers or a set of 
smart meters. The bottom line is that IT systems will be 
integral to increasing the reliability of the grid and 
empowering customers with new demand response 
programs. With these capabilities come the need for a 
higher degree of security and controls. A holistic approach 
to designing the security architecture will ensure that both 
threats and breaches can be eliminated. 

3.9.2. Security Challenges Summary 

 IT security equivalent to NERC CIP 002-009 
missing; 

 Undefined standards; 

 SG & DR business logic  to control grid, market, 
smart meters yet no comprehensive end-to-end 
Security model.  

3.10. Technical Standards – Still evolving 

3.10.1. Immature standards 

The Electric Power Industry is one of the leaders in 
leveraging standards in the areas of Power Systems 
Engineering and more recently there has been significant 
effort in defining Smart Grid-related Standards. The Electric 
Power Research Institute (EPRI), in the summer of 2009, 
delivered its Smart Grid Interoperability standards 
Roadmap to the National Institute of Standards and 
Technology (NIST) [6].  

Other standards, like IEC 61968, IEC 61970, CIM, 
MultiSpeak, are being developed or released. With so many 
emerging standards, there is also the issue of which will be 
adopted and which ones will not. The jury is still out on 

many of these standards and we recommend caution in 
leveraging them into your SG & DR programs. 

Organizations should keep abreast of the work being done 
by FERC, which provides the overall policy, direction and 
market design; the North American Energy Standards Board 
(NAESB), which is accredited by American National 
Standards Institute (ANSI) that provides leadership on 
business practices;  the North American Reliability Council 
(NERC) that offers standards for reliability; Independent 
Systems Operators (ISOs) and Regional Transmission 
Operators (RTOs), who are writing operating rules and 
procedures for software architectures, market interfaces, and 
security specifications; and Coops that are collaborating 
amongst themselves on local standards such as MultiSpeak. 
There are consortia and dozens of other standards bodies 
currently involved in fostering interoperability. Suffice it to 
say that there is a lot of activity in these areas and SG & DR 
program managers should exercise prudence in leveraging 
the appropriate standards into their programs.  

3.10.2. Standard Challenges Summary 

a. Standards are a Work in Progress; 

b. There are Competing standards. 

3.11. Lack of IT maturity 

3.11.1. Motivation for IT maturity missing 

IT in the Energy industry has been a laggard in adopting 
processes & methodologies for the various reasons 
mentioned earlier. SG & DR programs cannot succeed 
unless the maturity of IT is elevated in various disciplines. 
The corollary is also true in that the lack of such 
methodologies and artifacts is surely the cause of project 
failure and may hinder SG & DR success. This paper 
suggests that IT should consider leveraging industry 
standards, frameworks, methodologies, and best practices as 
they embark on the SG & DR journey. The industry should 
invest to elevate the maturity of IT processes to CMM level 
2 or higher by adopting industry frameworks such as 
COBIT, ITIL or SEI CMM. For SG & DR, Level 2 should 
be the absolute minimum target. The range is as follows: 
Level 0: Non-existent; Level 1: Initial/ad hoc; Level 2: 
Repeatable but Intuitive; Level 3: Defined Process; Level 4: 
Managed and Measurable; Level 5: Optimized. 

3.11.2. IT maturity Challenges Summary 

a. Mostly at CMM Level 1 – not optimal 
for SG success; 

b. Elevating to CMM Level 2+ will require 
serious work. 
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3.12. Centralized versus Federated Approach Challenge 

Architectural design decisions require a careful analysis of 
evaluating the pros and cons of Centralized versus 
Federated approach to data management, development, 
testing, control and governance. In a centralized approach, 
major responsibility for a specific task resides within a team 
that is centralized. In a federated approach various 
distributed parties are responsible for their respective tasks 
with guidance from a centralized body. One approach is not 
better than the other and may differ from task to task. Every 
organization needs to determine the model that works for it. 
In some instances, a combination of a centralized and a 
federated approach may be applied. For example, to develop 
a data warehouse for analytics and compliance reporting, a 
centralized approach to developing an Enterprise Data 
Warehouse may be applied where data is sourced and 
consolidated from disparate systems such as meter readings 
from MDM, operational data from SCADA, customer data 
from CIS and outage data from OMS. However, a federated 
model could allow different business units in Customer 
Service and Operations to access their own dataset through 
Data-Marts.  

With new business models such as the ones mandated by 
FERC Order 719, Curtailment Service Providers can bid 
into the open market for load curtailment services. In this 
model, each CSP would retain control of their own 
customers for one-on-one retail billing amongst their 
customers and yet do settlement at the wholesale level with 
the local ISO. In this model, a federated approach will 
enable each stakeholder such as the ISO, CSP, IOU and 
Coops to manage their own customer data and yet 
participate in wholesale curtailment settlement with the ISO. 

3.12.1. Centralized vs Federated Challenges Summary 

a. Holistic end to end business models need 
to be reviewed for the right approach; 

b. Data management & ownership controls 
lacking and will be required for SG & 
DR; 

c. New federated architecture is required. 

3.13. PHEV, Distributed Generation and new Business 

Model Challenges 

New business models are emerging that will tax the 
underlying IT systems over time. Plug-In Hybrid Electric 
Vehicles will need to be serviced, charged and finally billed 
for their usage. Distributed Generation capacity that is sold 
back to the utility will require C&I settlement and retail 
billing. Evolving customer expectations will warrant newer 
capabilities to be delivered over time. New IT applications 
will need to be integrated into an existing IT application 
portfolio and new business processes will be developed to 
accommodate consumer‘s growing needs and the changing 

landscape of Utilities‘ business models. Preparing for these 
challenges will enable Utilities to deliver new services 
gradually over time without making wholesale changes to 
their IT. A strategic architecture is required that 
accommodates the business case of delivering yet-to-be-
known business applications and services.   

3.13.1. Summary 

o New ways of Settlement required that have not 
been envisioned; 

o Lack of agility to achieve to new business models. 

3.14. Reporting & DW Challenge 

Corporate or Enterprise Data Warehouses have not been a 
norm in the Power industry. Reporting needs have been met 
traditionally through the use of operational reports taken 
directly from the transactional systems. Going forward, the 
status quo is not the recommended approach.  

First, because enterprise IT will be taxed to its limits and 
reporting off of transactional systems may reduce 
application performance and impact other critical systems. 
Secondly, organizations will be able to mine volumes of 
usage, outage data, peak load and other market and 
operational data that will be collected from Smart Meters 
and other applications. Letting this data go unused is 
unacceptable, because this data can be used to do historic 
reporting, trend analysis, ad-hoc reporting, ―what-if‖ 
analytics, better planning, and forecasting. Such data can 
also be used to improve customer service, lower cost of 
operation, increase grid reliability, and improve market 
operations.  

3.14.1. DW/BI Challenges Summary 

 Lack of awareness to have a Data Warehouse and 
Business Intelligence strategy; 

 Source of current reporting is operational 
databases. Such is undesirable when real SG and 
DR programs are launched as IT will have 
transactional database requiring high throughput 
and large data volumes. 
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3.15. IT & Service Governance Challenge 

IT Governance programs enable management to oversee the 
effectiveness of IT. As Smart Grid and Demand Response 
projects gain momentum, IT will be front and center of the 
business of Power delivery. IT‘s role in keeping aligned 
with the business, participating in Regulatory compliance, 
and assisting in risk mitigation will become key drivers to 
increasing stakeholder value. In the short term, IT 
Governance programs should therefore be put in place for 
the following: 

o Timely project delivery; 

o Developing a centralized function through 
a Center of Excellence to centralize 
decision making; 

o To develop applications in a decentralized 
manner; 

In the medium-to-long term, IT Governance programs 
should focus on: 

- Alignment with Business strategy; 

- Providing a mechanism for controlling  IT operations 
and holding IT accountable to the business; 

- Providing value to the business, for example, 
implementing predictable SLAs to guarantee quality of 
service; 

- Delivering expectations per regulatory requirements 
and corporate compliance expectations. 

3.15.1. IT Governance Challenges Summary 

a. Weak governance in place; 

b. IT discipline is weak; 

c. No Data Governance standards. 

3.16. Transformation Challenges 

Transformation is often overlooked as a challenge. Whether 
it‘s an application upgrade, replacement of a legacy 
application with a COTS solution, or installation of a new 
program, a well thought through transformation strategy 
will reduce down-time and provide a better quality of 
service to the business. The key challenges during the 
Transformation from the old system to the new system are: 
The capability to support old and new Interfaces; Validation 
of the functionality in Production; Change Management – 
across technology, business and resources. 

3.16.1. Transformation Challenges Summary 

 Issues with upgrading highly customized legacy 
applications with COTS; 

 Challenge to support old and new interfaces; 

 Validation of functionality in production; 

 Change Management. 

4. SUMMARY OF IT CHALLENGES 

This section gives a summary of aforementioned challenges. 
There are a total of 16 IT Challenge categories and 57 sub-
challenges. 

(1) Organizational Challenge 

 Missing CIO, CTO and Budget challenge; 

 Perception that IT is not Strategic is a challenge; 

 Outsourcing without controls challenge. 

(2) Lack of IT Maturity 

 Mostly at CMM Level 1 – not optimal for SG 
success; 

 Elevating to CMM Level 2+ will require serious 
work. 

(3) Evolving Technical Standards 

 Standards are a Work in Progress; 

 There are Competing standards. 

(4) New Models – PHEV and Distributed Generation 

 New ways of Settlement required that have not 
been envisioned; 

 Lack of agility to achieve to new business models. 

(5) Centralized versus Decentralized 

 Holistic end to end business models need to be 
reviewed for the right approach; 

 Data ownership and management controls lacking 
and will be required; 

 New federated architecture is required. 

(6) IT, Service and Data  Governance 

 Weak governance in place; 

 IT discipline is weak; 

 No Data Governance standards. 

(7) Ripple Effect 

 Impact on Downstream Applications unknown; 

 Currently plausible approach to defining the 
Scope. 

(8) Integration Complexity 

 Number of Applications requiring modification; 
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 Number of Integration Points; 

 End to End Integration Testing issues; 

 Interoperability Testing challenges; 

(9) Transformation Challenge 

 Issues with upgrading highly customized legacy 
applications with COTS; 

 Challenge to support old and new interfaces; 

 Validation of functionality in production; 

 Change Management. 

(10) Lack of SOA experience 

 SOA new to the industry; 

 SOA tool being used in limited way; 

 Lack of strategy and vision being perceived as 
tool limitation. 

(11) Reporting and Data Warehousing Challenge 

 Lack of awareness to have a Data Warehouse and 
Business Intelligence strategy; 

 Source of current reporting is operational 
databases. Such is undesirable when real SG and 
DR programs are launched as IT will have 
transactional database requiring high throughput 
and large data volumes; 

(12) Data Volume 

 Storing Large Volumes of Data; 

 No Information Life Cycle Management; 

 No Storage Strategy. 

(13) Performance and Throughput 

 Performance issues related to Retrieving Data / 
Database Performance; 

 Transaction Performance; 

 Event Handling performance issues; 

 Human Task challenges; 

 System Performance. 

(14) Transaction Processing Issues 

 Distributed Transaction challenges; 

 No Two-Phase commit and ―ACID‖ capabilities; 

 No Transaction Processing Runtime or TP 
Monitor. 

(15) Common Security Model 

 IT security equivalent to NERC CIP 002-009 
missing; 

 Undefined standards; 

 SG & DR business logic  to control grid, market, 
smart meters yet no comprehensive end-to-end 
Security model.  

(16) Point to Point Accidental Architecture 

 Custom code issues; 

 No re-usability of any code; 

 Different Payloads for integration; 

 Different Protocols for integration; 

 Different Logging mechanisms; 

 Unpredictable QoS; 

 No Runtime for Scalability; 

 No Common Vocabulary; 

 No Distributed Transaction capability; 

 Unreliable security; 

 No centralization; 

 No standard way of integrating. 

5. IT CHALLENGES MAPPED TO 

INTEROPERABILITY FRAMEWORK 

This section describes how IT challenges relate to the 
GridWise Context-Setting Interoperability Framework. 
Table 2 maps 16 IT related integration challenges to the 
GWAC‘s three layers of interoperability groups, eight 
interoperability categories and across a classification of ten 
interoperability issues that cut across these layers as follows. 
For the purposes of simplicity, only high level IT challenge 
categories have been mapped except P2P where the sub-
challenges have been mapped as well. 
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Table 2: Integration Challenges mapped to GWAC Context-setting Interoperability Framework  
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6. FUTURE STATE – THE SMART GRID 

REFERENCE ARCHITECTURE (SGRA) 

Smart Grid and Demand Response initiatives will require 
real-time integration of applications and systems to enable 
real-time communication and timely sharing of data to make 
informed decisions.  

6.1. Interoperability Goals 

According to GridWise Architecture Council the GWAC 
Context-setting Framework is designed to make ―no 
architectural or technical recommendations but establishes a 
context to discuss alternatives and complementary 
approaches. The framework is a high level operational view 
common to the electricity community used to communicate 
within the electricity system to compare, align, and 
harmonize solutions and processes as well as  with the 
management other critical infrastructure.‖ Additionally, 
―Architectures are blueprints for solutions addressing the 
issues identified in the framework.‖ This section proposes 
such an Architecture that is designed to address the core 
issues of integration challenges presented earlier. 

6.2. SGRA Overview 

Figure 10 illustrates a vendor, product and technology 
neutral Smart Grid Reference Architecture. Smart Grid 
Program Managers should not confuse a tool (such as a 
SOA tool) with Smart Grid Architecture. A tool is neither 
the architecture, nor the solution, but a way to realize the 
Smart Grid architecture and the solution. To be successful at 
SG & DR, we suggest an architecture and operating 
environment that must include the following: 

1. An Open Smart Grid Reference Architecture: Ten 
key attributes of the Reference Architecture are 
described in this section. 

2. The Smart Grid Governance: The Smart Grid 
Architecture requires an operational environment that 
includes a Center of Excellence that centralizes all 
common functions, sound technical and project 
leadership that works with the IT 
management/CIO/CTO and processes & methodologies 
that brings discipline (section 7). 

3. The Tools and Infrastructure: A discussion about 
various tools is not within the scope of this document. 
However, tools and infrastructure that are required to 
realize the Smart Grid architecture and vision will vary 
from project to project and may include: A SOA 
toolset, development tools, configuration management 
tools, a source control tool, infrastructure for 
development, testing and production etc.  

There are ten key aspects to the Smart Grid Architecture 
(SGRA) include the following: 

1. Infrastructure Architecture 

 Hardware, OS and Virtualization. 

2. Data Architecture 

 Relational Database; 

 Semantic Data Model; 

 Master Data Management; 

 Meta Data. 

3. Real-Time Integration Architecture 

 SOA Tool or capability that includes:  

o ESB; 

o Transport; 

o Messaging; 

o Registry; 

o Routing; 

o Transformation; 

o Complex Event Processing. 

 Service Oriented Architecture (SOA):  

o Event Driven Architecture; 

o Loosely coupled; 

o Canonical Data Model; 

o Technical Services. 

4. Application Architecture 

 Transaction Processing; 

 Common Services; 

 Real-Time Architecture; 

 Development SDK. 

5. Business Architecture 

 Business Services; 

 Enterprise Services; 

 Workflow; 

 Service & Process Orchestration. 

6. Security Architecture 

 End to End security. 

7. Compliance Architecture 

 End to End compliance. 
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8. Portal 

 Top Tier for all access: customers, employees, 
partners. 

9. Applications 

 SG & DR Applications; 

 Command and Control; 

 OA&M; 

 Reporting & OLAP; 

 Enterprise Services. 

10. Smart Grid & Demand Response Applications 

 Remote Connect / Disconnect; 

 Load Curtailment; 

 Self Healing; 

 Automated Outage detection; 

 Customer usage ePortal; 

 Others. 

 

Key Architectural Capabilities: 

(1) Loosely Coupled integration architecture (LCA), 
capabilities which enable application upgrades and 
application replacement with limited disruption to other 
IT applications.  

(2) Real-Time Integration Architecture and Real-Time 
Enterprise (RTE) Integration capabilities so that 
applications can integrate in real-time and share data in 
real-time. 

(3)  Event Driven Architecture (EDA) to handle business 
and technical events. This should include Management 
by Exception (MBE) to process any abnormal predicted 
or unpredicted event in a high transaction/ high 
throughput transactional environment. 

(4) [On Line] Transaction Processing (OLTP) capabilities 
to facilitate distributed transactions. 

(5) Robust Complex Event Processing, Error handling and 
Exceptions management capability (CEP). 

(6) Security and Compliance Architecture (S&C). 

(7) On Line Analytical Processing (OLAP), Data 
Warehousing (DW) and Reporting Capabilities. 

(8) Re-usable Modules, Libraries and Frameworks with re-
usable code that provides cross-cutting capabilities 
(FRA of many other services). 
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Figure 10: Open Smart Grid Reference Architecture (SGRA) 
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6.3. SGRA - Leveraging Loosely Couple Architecture  

& Service Oriented Architecture 

Assuming that the Integration Complexity is enough to 
warrant SOA, the question then is not should a company do 
SOA, but what is required in order to implement SOA. 

There is a widely held perception among SG & DR Program 
Managers that SOA is prohibitively difficult to do. First, it 
must be understood that SOA is not a technology or a 
product, but a Strategy and an Approach. SOA is the way to 
create an Integration Architecture for the enterprise that is 
based upon ―Loose Coupling‖ and Services. Other 
alternatives – i.e. P2P or EAI – are inflexible, un-scalable, 
complex and more expensive overall. These alternatives can 
result in increased risk to the project and higher total cost of 
ownership.  

Figure 11 illustrates the total cost of ownership comparison 
between SOA and P2P. The higher the number of 
integration points the higher the development and 
maintenance cost in general. However, the overall cost of 
both development and maintenance by leveraging the SOA 
approach will radically reduce as the number of integration 
points increase. Every organization will have an inflection 
point where the total cost of doing the ―SOA-way‖ will be 
lower than the total cost of doing ―P2P-way‖. In general, for 
Integration Complexity ( 𝐼𝑐  ) of 20 or higher - The Bridge 
Index of Medium - the SOA approach will provide an 
overall lower cost of ownership (refer to section 3.2). The 
chart indicates that the inflection point is attained at around 
15 to 20 integration points.   

Figure 12 illustrates the cost of implementing a single P2P 
versus a single SOA interface. As shown in section 3.1, each 
P2P interface requires custom code in each of the 
participating applications. The cost of implementing this 
custom code is somewhat constant for every P2P interface, 
assuming each integration point is of same complexity. The 
cost for a SOA integration point, by comparison, if done 
right, would gradually become lower for each interface due 
to reusability aspects of the SOA approach.  

Besides cost, the P2P and SOA differ in their approach. The 
SOA is strategic, business driven and top-down. The P2P is 
purely a tactical, technical and bottom-up approach. SOA is 
based upon the premise that the Business drives the 
architecture. Based upon that premise, an IT organization 
that delivers services is equipped to handle the needs of the 
Business as, and when, needed. SG & DR requires that kind 
of agility. In other words, as opposed to IT offering 
monolithic applications, IT builds a set of services that it 
threads together for the purposes of the Business. This gives 
agility to the organization, as these services can be threaded 
together as needed without engaging in unduly expensive 
projects. IT, then, becomes a true service organization that 
brings agility to the business of SG & DR. 

  
   

 
 

This approach will enable Smart Grid and Demand 
Response programs to be launched over time in a 
predictable fashion. As an example, consider the new 
mandates in some States/Provinces to provision Distributed 
Renewable Generation capacity. With distributed generation 
comes the need to do Settlements. An agile organization 
will have the capability to provision new Settlement 
procedures that have not existed in the past. A SOA-based 
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IT architecture provides the ability and agility of the back-
office to adapt and deliver upon these mandates.   

What is different about SOA? With SOA, rather than seeing 
your IT as a set of applications, databases, storage and other 
resources, it becomes viewed as a set of value-added 
services. This is different from the other distributed 
computing paradigms of the past (DCE, CORBA, J2EE and 
.NET). For example, a function – like checking the status of 
a meter – within an application can be offered as a separate 
service or services that can be invoked to create a business 
process. From an enterprise perspective, as opposed to 
deploying a monolithic application, the organization deploys 
a set of Meter services like Check Meter Status and Check 
Meter Tampering, Remote Connect, Remote Disconnect etc. 
These services can then be tied [orchestrated in technical 
parlance] to form a business process. 

The major components of SOA that should be incorporated 
in the strategy are as follows: 

 Services: SOA is the next generation of distributed 
computing paradigms that professes an architecture 
which is based upon the concept of ―Services‖ which 
are driven by the Business Architecture. Services may 
be built from scratch or encapsulated services can be 
built over old legacy systems. 

 
 Service Orchestration: Services can be ―tied‖ together 

not through programmatic code but through an 
orchestration capability known as Business Process 
Execution Language (BPEL) – which is the industry 
standard for orchestrating the services. The ability to 
orchestrate these services on an as-needed basis to 
achieve a business process provides the business agility 
necessary for SG & DR programs. 

 
 Web Services: SOA fosters the development of web 

services that are built to operate in a connectionless 
world that is based upon XML (Extensible Markup 
Language) and WSDL (Web Service Definition 
Language). Developing a portfolio of SG & DR 
services provides an unprecedented integration 
capability to launch various SG and DR programs 
without the need to launch expensive large budget 
projects. 

 
 Enterprise Service Bus: Although not a pre-requisite 

to SOA, the ESBs have become integral to SOA 
architecture as it provides mediation services for 
reliable communication, delivery and management of 
data and messages. ESB provides value added 
communication capabilities such as the ability for one 
application to publish data that can be subscribed by 
other applications and to create an Event-driven 
architecture enabling applications to detect and act on 
certain business events. Event Monitoring, Logging, 
Tracing, Data Transformation and Service Discovery 
are examples of re-usable services that can be easily 
leveraged through the ESB. An ESB‘s event 
management capability enables the development of the 
―Real-Time Enterprise‖. Ironically, although ESBs are 
not a pre-requisite to SOA, many organizations see 
―ESB‖ based integration as the starting point for 
embracing SOA. 

 
The aging infrastructure and homegrown applications that 
are often past their prime, require replacement and 
upgrades. Unfortunately, the tight coupling amongst these 
applications within an IT ecosystem precludes such 
upgrades and poses significant risk to SG & DR programs. 
Because of the P2P architecture and the impact of the 
Ripple Effect on other downstream applications, this is not a 
trivial exercise. SOA does provide the promise of 
developing a Loosely Coupled Architecture that has the 

 

Figure 13: Before and After SOA Architecture 
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capability to undo tight coupling amongst applications. 
Secondly, SOA provides a capability to develop services 
that can be developed once and leveraged across various SG 
& DR programs many times over. These are core SOA 
capabilities that can make SG & DR a success. But SOA is 
a good tool and must be used carefully. Improper use of a 
good tool can result in failure. Given that the Power 
industry has been a laggard in adopting information 
technologies, SG / DR Program Managers should exercise 
caution and be prudent about leveraging SOA. Not using 
SOA, however, is a greater risk. Figure 12 illustrates the 
Before and After SOA Architecture. 

6.4. SGRA - Real-time Enterprise Architecture 

The second aspect of the Smart Grid Architecture is to 
provision Real-Time decision making which is possible 
only if data can be harnessed as it is generated (without 
much latency) and is applied towards a specific objective 
that requires data as it happens. Such capabilities are 
possible only with a Real-Time Enterprise Integration 
Architecture (RTE), where immediacy of data is critical and 
data flows seamlessly between applications and systems 
(with appropriate governance and security controls). This 
real-time or ―active‖ data has significantly more value than 
the static and old data as it can be harnessed to make just-in-
time decisions, such as automated outage detection through 
the last-gasp meter data for proactive customer service and 
proactive self healing of the grid; detection of current load 
and critical peak conditions to initiate automated load 
curtailment programs to curtail power at participating C&I 
customer premises, or to perform air conditioning load 
curtailment at participating retail households. Non real-time 
integration requirements via batch-data or ―passive‖ flow of 
data can be leveraged appropriately for non real-time 
decision making. Data Warehouse and Business Intelligence 
systems are an example in which the passive data can be 
leveraged to do trend reporting, ―what-if‖ analysis and in 
understanding historic load conditions. Both active and 
passive data has value and can be used strategically to make 
real-time and non real-time decisions. 

6.5. SGRA - Event Driven Architecture 

The third aspect of the Smart Grid Architecture is its ability 
to manage hundreds, or thousands, or even millions of 
transactions in such a way that events are generated, 
detected, and processed with pre-defined business logic and 
predictable conditions. An event can be considered as any 
notable condition that happens inside or outside your IT or 
your business. Usually, an event is detected as data and 
message flows between applications. An event in general 
could be a business event – such as detection of an outage 
condition or a system event such as failure of the MDM 
application to collect meter data.  An event may also signify 
a problem, an exception, a predictable error, an impending 

problem, an opportunity, a threshold, or a deviation from the 
norm.  

Given the transaction volume generated by Smart Meters, 
Smart Grid Architecture would also require a Management 
by Exception (MBE) capability where any error related to 
the integration of data and messages between systems and 
applications is captured, a trend identified and eventually 
addressed within a meaningful timeframe. In this case, MBE 
alludes to the capability where an abnormal condition, such 
as an exception, or an error requires special attention 
without any significant overhead or management on the rest 
of the system. 

The Smart Grid Architecture should include an Event 
Driven Architecture (EDA) capability to process events as 
and when they occur with minimal human intervention. 

6.6. SGRA - Complex Event Processing 

The fourth aspect of the Smart Grid Architecture is its 
ability to process complex events. CEP is a capability that 
will be required to handle hundreds of events that will be 
generated due to a real-time architecture where millions of 
transactions can flow in and out of the architecture on a 
daily basis. As opposed to handling every event one at a 
time, a CEP capability would enable a complex event to be 
generated by consolidating a bunch of single events. In 
other words, a pattern of a collection of events could be 
combined to form a complex event. As an example, a last-
gasp from a meter could be an event in isolation, but a 
number of last-gasps may signify a pattern that could be 
recognized, consolidated and a complex event could be 
generated to create a state of outage in a particular area and 
flagged with the Outage Management System and the 
Customer Information System.   

Within the Smart Gird environment, there are two types of 
transactions one can envision: first, the transactions that will 
require real-time processing – such as a message to OMS to 
register an outage condition based upon the last gasps of 
Smart Meters; and secondly, those that are brought in and 
saved; for example, the Smart Meter data that is collected 
and processed separately. The latter is the ―historical‖ data 
which will require some historical processing of events after 
the fact.  

A CEP capability therefore will enable the Smart Grid 
Architecture to identify and handle complex events and 
perform necessary actions—all without human intervention 
with appropriate security and controls. 

6.7. SGRA - Transactional Capabilities (OLTP 

Architecture) 

The fifth aspect the Smart Grid Architecture is to provide an 
OLTP capability to handle distributed transactions across 
multiple Energy applications and databases. Leveraging the 
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transactional or ―ACID‖ properties of OLTP systems will 
enable robust deployment of SG & DR programs. The 
following transactional capabilities must be part of the 
Smart Grid Architecture: 

Atomicity:  The Atomicity capability offered by OLTP 
systems guarantees that a transaction within the auspices of 
OLTP is either completed successfully or not completed at 
all. In other words, a transaction inserting a record in one 
database and updating another database either guarantees 
that both sub-transactions will be completed or that neither 
will be done. In fact, if the first one was done successfully 
and the second one was unsuccessful then the first one 
should be undone. What Atomicity guarantees is that there 
can never be a state when one sub-transaction is 
―committed‖ and the other one is uncommitted,  because 
that will impact the referential integrity of the underlying 
database and system. Take for example a transaction where 
a new work order is to be created in a Workforce 
Management System, or an Asset Management system (like 
Maximo) that eventually updates three applications - the 
company‘s Human Resource Application (such as SAP 
HR), the Project Management and Timesheet Application 
(such as Primavera), and the Customer Service and Billing 
System (such as Banner CIS). If this transaction was 
enveloped within a Transactional OLTP system, then the 
system will guarantee that either the entire transaction will 
be successful so that all participating applications (in this 
case, SAP HR, Primavera and Banner CIS ) are aware of the 
new work order, or the transaction will be cancelled if one 
of the participants in the transaction errors-out. Imagine a 
scenario without OLTP where hundreds of such transactions 
are executing and there is little to no guarantee of atomicity. 
The chances are that within a few weeks, if not days, the 
various applications and systems will have inconsistent 
databases and systems. By the time this mistake is realized, 
undoing the system and developing a new system will be 
extremely expensive and time consuming. 

Consistency: When a transaction is executed, the system 
will transform from the current state to a new state and not 
an unknown state. For example, if a last gasp is detected 
from a few meters, then that data can be processed and a 
condition of ―outage‖ be created that may create a trouble 
ticket in the Outage Management System,  and a work-order 
created in a WMS, followed by an immediate dispatch of 
field crew if required. In this example, the state of a specific 
customer, a feeder line, a transformer, a substation or a zone 
is either in the state of ―Outage‖ or not. It‘s not ―Outage‖ in 
one and ―Non Outage‖ in another. 

Isolation: Isolation refers to the capability where each 
transaction is independent of each other or is isolated from 
other transactions. Isolation is a perquisite in a Smart Grid 
and Demand Response program where dozens of work 
orders are being created to dispatch work crews, hundreds 

of ―last gasps‖ need to be processed during a likely outage, 
or when thousands of remote thermostats are to be curtailed 
to manage peak load, and possibly millions of Meter reads 
need to be processed every day. Without transaction 
isolation, serious flaws in the transaction management can 
result in wrong work orders, missed ―last gasps‖, wrong 
thermostat curtailments and meter misreads. IT will need to 
spend significant resources to manage these risks and 
without the proper architecture the problem may be 
irreconcilable.       

Durability: Durability refers to the condition of the system 
where all committed changes survive any system failures. IT 
has often been a weak link in the industry with little 
investment in the areas of transaction and data 
―survivability‖. This is very important in a highly regulated, 
customer oriented and security sensitive environment. 
Typically, at the database level, each database (Oracle, SQL 
Server, and DB2 etc.) guarantees database durability in that, 
if the transaction is written in the transaction log, then the 
database guarantees that it will be durable. Durability 
becomes a concern if a business transaction spawns multiple 
applications and databases resulting in the need for end-to-
end transaction durability, as opposed to durability within a 
subset of a larger transaction. Smart Grid & Demand 
Response requires many scenarios related to Customer 
Services, Grid reliability, Market operations, Load 
Curtailment and many others, all of which may spawn 
multiple applications and databases. The objective is for 
these end-to-end transactions to provide holistic end-to-end 
durability across all the systems, including legacy systems 
participating in a business transaction.   

6.8. SGRA - Security & Compliance Architecture 

The sixth aspect of the Smart Grid Architecture is the 
capability to provide end to end holistic security and 
compliance capability through a Security and Compliance 
Architecture (S&C). This paper recommends a few 
guidelines that must be considered as organizations launch 
their SG & DR initiatives.  

 IT Security Architecture 

o An end-to-end Security Architecture should be 
developed within IT that spawns the Business 
Architecture, Application Architecture, Data 
Architecture and Infrastructure Architecture; 

o Data flowing between applications must be 
secure; 

o Web Services must be secure and governed 
under strict security; 

o A Firewall must exist between Power 
Engineering functions and IT functions per 
NERC CIP Security. 
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 Consumer Security 

o Every customer should be able to see their 
own meter data and bills, not others‘; 

o Hackers should not be able to access consumer 
premise Smart Meters and determine if the 
consumer is home or away; 

o Consumer data may not be shared with 
appliance, meter and tool manufacturers unless 
the Consumer has agreed to it; 

o Developing a Privacy Policy should be 
prioritized. 

 Transaction Security 

o Every transaction must be secure from 
hacking, pilfering or spoofing all the way from 
the communication network to inside the IT 
applications;  

o WS-Security could be used for Web service 
security. 

 Data Security 

o Data must be made available on a need to 
know basis; 

o Ownership, Control, Management and Control 
of data should be a major component of the IT 
strategy and architecture. 

 Compliance 

o The Architecture provides capability within 
the tolerance of various legislation 
requirements and compliance restrictions. 

6.9. SGRA – Data Warehouse & Reporting 

Architecture 

The seventh aspect of the Smart Grid architecture is not 
related to transactions but reporting. It is suggested that 
transactional systems should not be used to perform 
reporting. Instead an enterprise data warehouse be 
developed that leverages data from the transactional system 
that might include customer usage data, outage data, peak 
load and other market and operational data that will be 
collected from Smart Meters and other applications. The 
transactional system may however be used to light 
operational reporting that does not impact transactional 
performance. This can then be used to create static and ad-
hoc reports, historic reporting, trend analysis and ―what-if‖ 
analytics. Such data can also be used to improve customer 
service, lower cost of operation, increase grid reliability, and 
improve market operations. 

6.10. SGRA – Framework of Reusable Libraries 

The final aspect of the Smart Grid architecture should be a 
Framework of reusable libraries and code that every 
organization needs to develop to foster standardization and 
reusability to increase reliability, consistency, predictability 
and reduce development and testing time. The GWAC refers 
to this as Cross-cutting issues. We propose that in addition 
to the GWAC cross cutting issues, there are numerous 
others that must be addressed. Once developed and tested, 
these libraries and services can be used repeatedly reducing 
time to market and lower cost. 

The Smart Grid Architecture can be described as: 

SGA = SOA + RTE + EDA + CEP + OLTP + S&C + FRA 

7. SMART GRID ARCHITECTURE GOVERNANCE  

7.1. Center of Excellence 

The Smart Grid Architecture should not be built in a 
vacuum and will only be successful if it is developed with a 
collaborative yet centralized approach, with appropriate 
controls to monitor and measure program success. We 
recommend developing a Center of Excellence to centralize 
the development of the Smart Grid Architecture, to create  
standards, and foster the use of common capabilities to 
launch Smart Grid and Demand Response programs. 

A Center of Excellence (COE) for Integration will enable all 
integration functions to be centralized with the COE group. 
The COE is responsible for defining standards that should 
be leveraged by various application teams or different 
project teams. Functions of COE: 

- Defines standards and processes; 

- Selects tools and products; 

- Develops reusable code and libraries that can be used as 
APIs for Application teams; 

- Promotes collaboration and best practices; 

- Acts as an Advance R&D group; 

- Evangelizes technology and capabilities to a broader 
group including business; 

Questions to ask in setting up the COE: 

- Does your company have a culture that can support a 
centralized group that defines best practices and would 
dictate its use company-wide?  

- If the COE identifies standards would other teams use 
them? 

- Does the company recognize the need for centralizing 
some of the activities?  

- Does your company support a collaborative approach? 
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- What type of organization model does your 
organization have? Do you support direct reporting, an 
influence model or a matrix model? 

- Are people effective in a matrix model? 

Answers to these questions should be leveraged with 
experience from previous projects to assess if the COE can 
be successful. One would also need management buy-in to 
initiate the COE group. 

7.2. Organizational Structure 

Two resources are key to the success of Smart Grid 
Programs. In most companies, these key resource will work 
directly for the office of the CIO.  

1. Technical Leadership: Hire a CTO with SOA 
experience. Alternatively, a company can hire a 
consultant (or a team of consultants) who have the SOA 
experience in the Energy industry.  

Caution: (a) The candidate must have 
Successful SOA project experience; (b) the 
hired party or consultant must be neutral and 
not aligned with any vendor or product and (c) 
Experience of the individual or individuals is 
more important than the ―company‖.  

2. Project Management: The IT program manager for the 
SG & DR programs should be tactically involved in 
managing the program – and not be a ―figurehead‖. 
This PM works directly for the office of the CIO or the 
SG & DR leader, and is responsible for managing the 
IT related SG & DR initiative. Alternatively, the SOA 
Architect or Lead may serve as a Project Manager (if he 
or she has the skills) until team size dictates otherwise.  

Important: The Day-to-Day tactical PM role should not 
be outsourced to the company performing the 
implementation, or a product or a tool vendor whose 
product or tool is being used. These roles should be 
either managed  internally by an employee/consultant 
or by another 3rd party. Vendors should not be 
dissuaded against having their own PM but they should 
report to the program PM.  

3. Outsourcing and Off-shoring: Caution is recommended 
when it comes to outsourcing and off-shoring 
integration. Integration activities require active 
participation of and collaboration with various 
stakeholders. It will require workshops, collaborative 
sessions, frequent design reviews and related activities. 
Off-shoring integration activities may not be as 
effective as expected on other projects. Outsourcing to 
a near shore company and team is a reasonable option 
as long as the contract is well defined, artifacts of 
delivery are well defined, and the team is engaged and 
understands their responsibilities. The Tactical PM and 

Technical Leadership must work actively with the 
Outsourcing vendor on a daily basis to achieve the 
expected results. Without proper controls, an 
outsourced model may become the weakest link in  SG 
& DR program chain -- so extreme caution is 
recommended. 

7.3. Methodology & Artifacts 

Architecture is incomplete without a methodology and 
artifacts.  It is important to identify the SDLC Methodology 
that will be leveraged and the actual artifacts that will be 
produced.  Each artifact must have a template and assigned 
party based upon the responsibility assignment criteria: 
Responsibility, Accountability, Consultation, and 
Informing. The parties could be: the Steering Committee, 
Project Sponsor, Project Lead & Project Manager, Business 
Analyst, Technical Architect, Developers etc. 

A SDLC methodology, such as the Waterfall model, Joint 
Application Development (JAD), Rapid Application 
Development (RAD) Iterative Development, and others 
should be leveraged to bring discipline to the systems and 
software development. 

Artifacts – Clear understanding of the software artifacts that 
will be required and delivered over the course of a SG & 
DR project or program. Lack of artifacts will cause delays, 
mismatched expectations and un-necessary risk of 
communication and collaboration. These risks can be easily 
avoided. This paper suggests that the project manager define 
and maintain a detailed portfolio of these artifacts that need 
to be produced over the life of the project, including entry 
and exit criteria for the success of each phase.  
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7.4. Interoperability Testing 

Key to the success of Smart Grid programs is to establish 
the capability to perform end to end interoperability testing 
with applications and systems both within the organization 
and outside the organization. The capability should prove: 

- Interoperability testing is 100% working or else it 
is to be considered failed. There should not be any 
―grey area‖. 

- Participating applications and parties are delivering 
data per design criteria and expectations; 

- End to end functionality is proven per design; 

- Performance expectations are being met; 

- Security is meeting organizational and regulatory 
expectations; 

- Audit and Tracing data provides context for easy 
diagnostics; 

- Failure conditions are working as designed; 

- Distributed transactions should meet two-phase 
commit criteria and OLTP ―ACID‖ properties; 

8. ROADMAP & STRATEGY 

This section provides a template for the Smart Grid 
Integration Roadmap.  

First a technology adoption roadmap – specifically the 
Service oriented architecture approach to performing the 
integration. Figure 14 illustrates a simple Roadmap of how 
an IT organization can transform from a P2P Accidental 
Architecture to a SOA-based architecture.  

Second, a Smart Grid business and IT transformation 
roadmap as shown in Figure 15 that illustrates how IT can 
be aligned with the Business to enable successful 
deployment of various Smart Grid & Demand Response 
Programs.  

8.1. P2P to SOA IT Transformation 

Based upon Figure 14, an organization could follow an 
evolutionary approach rather than a revolutionary approach 
to transforming their IT. The Roadmap is as follows: 

- Year 1: In the first year of IT Transformation, an 
organization would initiate the program and go through 
some early learning and discovery process to 
understand the value of SOA to the organization. A 
Center of Excellence is established. The organization 
may go through an RFP process to procure an SOA tool 
and leverage that into building a Proof of Concept. A 
proof of concept will provide the data to build a 
business plan with the ROI to justify investment for the 
next phases. A Reference Architecture is established. A 

project would be identified that will fund the 
investment in IT transformation. The value proposition 
to the sponsor will be a higher return on investment 
after 2-3 years. Some early Standards are put in place 
during this time. Additionally, a Reference Architecture 
established early in the year would be tailored to build a 
solution that meets the needs of the organization. 

- Year 2: In the second year, the SOA tool (perhaps the 
ESB part) will be used as an Integration Layer to 
integrate applications. The Reference Architecture is 
exercised to build an integration specific solution. If 
organizations were to leverage SOA in an evolutionary 
way, then we recommend using a Loosely-Coupled 
Architecture as the Integration platform and some early 
development of services. 

- Year 3: In the third year, the organization starts to use 
the Services as a practice and leverages the Services for 
more projects. The organization continues to write 
reusable code and modules and leverages that into 
building services. The services can be orchestrated to 
build business processes. 

- Year 4: In the fourth year the Business Processes are 
Re-engineered to optimize the organization. Rather than 
one project, the team views various projects holistically 
and prepares to optimize the business processes through 
the BPR approach. 

- Year 5: In the fifth year, the services are developed and 
continue to be developed, the business processes have 
been optimized and the organization is ready for 
optimization. At the completion of this phase, the IT 
organization is working in lock step with the business 
and delivering the value to all stakeholders in an 
effective and efficient manner. 

8.2. Smart Grid Transformation Roadmap 

The Smart Grid Architecture roadmap includes:  

A) Five key tracks:  

- Organizational 

- Stakeholder Communication and Benefits 

- Architecture, Design and Development 

- Strategy, Governance and Center of Excellence 

- Enterprise and Service Maturity 

B) Six Phases: 

- Initiation & Planning 

- Preparation 

- Pilot 
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- Smart Grid 1.0 

- Smart Grid 2.0 

- Smart Grid 3.0 

Unlike the previous figure, the timeline in Figure 15 has 
been intentionally not defined because each company has 
unique plans and timeline expectations for Smart Grid and 
Demand Response programs. However, for the purposes of 
reference the six phases could be spread over a period of 4 
to 8 years – an average timeframe based upon various Smart 
Grid programs underway throughout North America.   

It is important to realize that this is a generic roadmap and 
may not directly fit the needs of every organization. 
―Customizing‖ without proper context may not lead to 
expected results. Care and prudence must be exercised as 
planners launch their SG & DR programs. We firmly 
believe that every company‘s business drivers, motivation, 
plans and IT environment is different. As a result, the 
Roadmap for every company will be different. 

As opposed to describing every item in the roadmap, this 
paper describes only the key focus of each phase.  

8.2.1. Initiation & Planning Phase  

The key focus of this phase is to hire the Lead Architect, 
Project Manager and to initiate the project. Some early 
evangelism is warranted to get the project off to a start. An 
early roadmap will be established, a set of presentations are 
created that will be leveraged to engage appropriate 
stakeholders and management. Organizational planning 
prior to embarking on the SG & DR journey is the key focus 
in this phase. 

8.2.2. Preparation Phase  

The key focus of this phase is: 

(a) For the Chief Architect to work with the CIO and IT 
management to translate the vision into Strategy and 
Roadmap. In order to develop the strategy, it is imperative 
to do an ―As-Is‖ Assessment of the current IT systems and 
perform a gap analysis to identify the enterprise architecture 
in the current IT. Such analysis will provide details to build-
out the IT strategy and roadmap. 

(b) Prepare to Elevate the Maturity of IT: Elevate the 
maturity of IT processes to CMM level 2 or higher, by 
adopting industry frameworks such as COBIT, ITIL or SEI 
CMM. These frameworks provide guidelines for process 
performance improvement and can be applied by business 
and IT for various purposes such as planning and 
organization functions, delivery and support capabilities, 
application procurement, acquisition and implementation of 
software and systems, project management, and various 
other IT tasks and services. For those familiar with Six 
Sigma, this framework could be used only after foundation 

maturity Level 3 or higher is attained i.e., processes are 
defined and used repeatedly. As a reference, there are six 
levels of maturity levels. For SG & DR Level 2 should be 
the absolute minimum target. 

(c) The third key focus is to Prepare Preliminary Budget and 
get early Management Buy-in.  

 (d) And lastly, in this phase we calculate the Integration 
complexity, The Bridge Index and Ripple Effect to scope 
applications for the pilot. Use the quantitative analysis to 
build the Business Plan that justifies investment in new 
tools and technologies. 

8.2.3. Pilot Phase 

This key focus in this phase is to  

(a) Leverage a real pilot to start developing the Smart Grid 
Architecture. Generally an MDM application 
integrating with the CIS application is piloted. There 
can be other pilots as well. If a SOA tool is required 
based upon Integration complexity, then a RFP is 
typically required to procure the SOA tool. 

(b) A ‗deep-dive‘ evaluation of SOA technologies and 
architecture is performed. Perhaps a RFP is issued. 

(c) A Methodology and a set of Artifacts is selected or 
identified.  

8.2.4. SG 1.0 Phase 

This is the phase where one project is identified and will be 
implemented from start to finish. The Smart Grid 
Architecture will be developed in this phase. Key Focus in 
this phase: 

• Develop Services: Example: Automated Meter 
Reading, Remote Connect & Disconnect, Meter 
Change-out, Meter Voltage Detection, Reporting for 
Energy Efficiency, Power Restoration Notice, Remote 
Meter Rate Change. There is a Service Rollout strategy. 

• IT Maturity: CMM Level 2 with Business: Enterprise 
based and IT with new Loosely coupled Architecture, 
First Phase of Enterprise / Integration Strategy with 
Building of Reusable Modules. 
 

• SOA: Data and Some Service Level Integration 

8.2.5. SG 2.0 Phase 

This is the phase where more than one project is being 
implemented.  Various Services are being developed with 
synergies among the developed code.  

• Develop Services: Example: Automated Outage 
Management,  Advance Outage Management, Self 
Healing, Dynamic Pricing, New Rate Offerings, HAN, 
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ToU Communication, ePortal, Peak  
CMM Level 2.5: 

• IT Maturity: CMM Level 2.5 with Business Optimized 
and IT with LCA. 
 

• SOA: Data and Service Level Integration 

8.2.6. SG 3.0 Phase 

This is the phase where many projects are being 
implemented.  Various Services are being developed with 
synergies among the developed code. Smart Grid Programs 
are gaining momentum and success. 

• Develop Services: Example: Selectable Bill Rate,   3rd 
party data access, Whole House Switch, Distribution 
Automation: Capacitor Control, Fault Indicators, 
Remote Monitoring, Distributed Generation, PHEV 
integration, Enhanced Services. 

• IT Maturity: CMM Level 3+, with Business 
Optimized and IT is Dynamic 
 

• SOA: Data and Service Level Integration. Plus 
Business Process Re Engineering and Optimization 
starts. 

8.2.7. SG1.0 to SG3.0 

In every phase, change management, configuration 
management, release management and testing should get 
special consideration. Appropriate resources should be 
allocated for the following: 

 Training; 

 Knowledge Transfer; 

 Define appropriate controls around Change 
management, configuration management and 
release management; 

 Hiring appropriate resources; 

 RE-training internal employees and 

 Collaboration amongst stakeholders; 

 Interoperability testing.
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Figure 14: IT Transformation Roadmap - From P2P to SOA (template) 
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INITIATION & 
PLANNING

PREPRATION PILOT SG 1.0 SG 2.0 SG 3.0

 

 

  

Smart Grid Integration Roadmap (Template)

Enterprise Maturity / Services

CMM Level 1
Prepare elevating IT Maturity using 
COBIT  & ITIL

Prepare for IT Level 2

Business: Process based

IT: Point to Point

CMM Level 2, 

Business: Enterprise based

IT: LCA

Services:  Automated Meter 
Reading, Remote Conn/Disc,  
Meter Changeout, Meter Voltate 
Detection, Reporting for Energy 
Efficiency, Power Restoration 
Notice, Rem. Mtr Rate Change

CMM Lvel 2.5:, 

Business: Optimized, 

IT: LCA

Services:  Automated Outage 
Management,  Adv. Outage Mgmt, 
Self Healing, Dynamic Pricing, New 
Rate Offerings, HAN, ToU 
Communication, ePortal, Peak 
Time Rebate, Load Curtailment

CMM Level 3+; 

Business Optimized, 

IT: Dynamic

Services: Selectable Bill Rate,   3rd 
party data access, Whole House 
Switch, Distribution Automation: 
Capacitor Control, Fault Indicators, 
Remote Monitoring, Distributed 
Generation, PHEV integration, 
Enhanced Services

Strategy , Governance & Center of Excellence

Initiate Program

Business Plan

Buidl Vision, Roadmap & Strategy

Center of Excellence

Integration Complexity

Development Approach

Prepare ROI & CBA

SOA Tool Evaluation, RFP

Core Tech. Initiatives

IT Governance, Security

Standards & Methodology

Enterprise / Integration Strategy

Build Reusable Modules

Service Rollout Strategy

Transformation Strategy

Reusable Data / Core Services

BPR Strategy

Integration Optimization

Dynamic Reusability

Reusable Enterprise Services

Enterprise Optimization

Architecture, Design & Development

As-Is Assessment 

Gap Analysis

SG Architecture Proof of Concept

MDM + CIS Pilot or Equivalent

SOA Connectivity / Integration

Data Integration

SG Architecture 1.0

Project 1: Using SOA

MDM + CIS + GIS + Other

SOA Integration + Services

Services Integration

SG Architecture 2.0

Project 2 : DR Program

Integration & Business Services

DW/BI 1.0

SOA Integration + Services + BPR

Process Integration

SG Architecture 3.0 

Project 3: Enhanced Appliations

Grid Optimization

DW/BI 2.0

SOA Intg+Services+BPR+Optimize

BPR Integration

Stakeholder Communication & Benefits

Communicate Benefits

Obtain Sr. Managment Buy In
Preliminary Budget Buy In

Budget Approval

Communicate ROI/CBA
ROI Communication ROI Communication ROI Communication

Organizational

Hire Chief Architect Hire Intgration Architect

Organizational Deisgn

Skillset

Roles & Responsibilities

Hire Developers

Change Management

Training

Staff Hiring

Knowledge Transfer

Staff Hiring

Knowledge Transfer
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Abstract 
  
The IEEE American National Standards project P2030TM 
addressing smart grid interoperability and the IEEE 1547 
series of standards addressing distributed resources 
interconnection with the grid have been identified in priority 
action plans in the Report to NIST on the Smart Grid 
Interoperability Standards Roadmap. This paper presents 
the status of the IEEE P2030 development, the IEEE 1547 
series of standards publications and drafts, and provides 
insight on systems integration and grid infrastructure. The 
P2030 and 1547 series of standards are sponsored by IEEE 
Standards Coordinating Committee 21 (SCC21).  
 
The title of the IEEE P2030 standard is Guide for Smart 
Grid Interoperability of Energy Technology and 
Information Technology Operation With the Electric Power 
System (EPS), and End-Use Applications and Loads. The 
guide provides a knowledge base addressing terminology, 
characteristics, functional performance and evaluation 
criteria, and the application of engineering principles for 
smart grid interoperability. P2030 involves the integration of 
energy, information, and communications technologies, 
which are necessary to achieve seamless operation for 
electric generation, delivery, and end-use applications to 
permit two-way power flow with communication and 
control.  
 
The IEEE 1547 series of standards includes standards 
already published and projects underway. The IEEE 1547 
publication establishes criteria and requirements for 
interconnection of distributed resources (DR) with electric 
power systems and the 1547.1 publication provides the 
conformance test procedures. The 1547.2 publication is an 
application guide to 1547 and the 1547.3 publication is a 
guide to DR monitoring, information exchange, and control. 
The P1547.4 project is currently underway and addresses 
DR planned island systems (e.g., micro-grids). This project 
addresses many of the technical integration issues that would 

need to be addressed in a mature smart grid, including issues 
of penetration of distributed generators and electric storage 
systems, grid support, end-use operational support, and load 
management. 
 
1. INTRODUCTION 
The Institute of Electrical and Electronics Engineers (IEEE) 
standards development organization is identified in the 
Energy Independence and Security Act (EISA) of 2007 
under Title XIII, Section 1305. Therein, NIST is assigned 
the primary responsibility of coordinating the development 
of a framework that includes protocols and model standards 
for the smart grid. The NIST Framework and Roadmap for 
Smart Grid Interoperability Standards Release 1.0 (Draft) 
[1] and its related documents identify various standards 
development organizations, list related standards, indicate 
possible standards gaps, and make recommendations for 
revisions to existing standards. This paper discusses the 
status of the IEEE American National Standards project 
IEEE P2030TM [2] and IEEE 1547TM [3] protocol and model 
standards as they relate to smart grid interoperability and 
distributed resource interconnection as addressed in the 
EISA of 2007.   
 
The IEEE establishes its standards through a rigorous, 
consensus development process, approved by the American 
National Standards Institute (ANSI), which brings together 
volunteers representing varied viewpoints and interests to 
achieve the final product. Additionally, IEEE often elects to 
develop many of its standards to qualify for designation as 
ANSI American National Standards. Not all standards or 
standards development organizations choose to meet the 
development requirements necessary for designation as 
American National Standard, however, all of the IEEE 1547 
series of interconnection standards are qualified as American 
National Standards, including the new 1547 projects and the 
P2030 smart grid interoperability project.  
 
Development of uniform IEEE 1547 interconnection standards 
has helped decrease the time and effort associated with DR 
interconnection. The IEEE 1547 series of standards is also 
helping to promote additional implementation approaches for 
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eliminating barriers posed by project-specific interconnection 
requirements and strives toward a more secure and reliable 
electric infrastructure. The IEEE 1547 development approach 
provides a model for IEEE P2030 standards development 
consideration.  
 
2. IEEE 1547 AND P2030 BACKGROUND  
The IEEE 1547 series of interconnection standards and 
IEEE P2030 smart grid interoperability standards 
development are approved by the IEEE Standards Board as 
sponsored by the IEEE Standards Coordinating Committee 
21 (SCC21) [4]. Overall, the IEEE SCC21 oversees the 
development of standards in the areas of fuel cells, 
photovoltaics, dispersed generation, and energy storage and 
coordinates efforts in these fields among the various IEEE 
societies and other affected organizations to insure that all 
standards are consistent and properly reflect the views of all 
applicable disciplines.  
 
 

For technical insight into the background of interconnection 
and smart grid standards, it should be understood that the 
electric power system is a complex energy delivery system 
that moves energy from sources of generation to points of 
utilization. The electric delivery system is very dynamic 
with generation and loads interacting with each other 
instantaneously over transmission lines, sub-transmission 
lines, and distribution lines. The electric utility is 
responsible for providing proper voltage and frequency 
regulation in this complex delivery system that traditionally 
was not designed with two-way power and two-way 
communication systems embedded in utility distribution 
systems or customer facilities.  
 
Examples of the types of distributed energy technologies 
that may be interconnected with the utility grid and the 
functionalities of the interconnection technologies are shown 
in Figure 1. Distributed energy technologies include both 
generator systems as well as energy storage systems. 

 

 
 

Figure 1. Distributed energy technologies and interconnection technologies 
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Figure 2. Interoperability smart grid concepts (“system of systems” approach) 

 
The IEEE 1547 series of standards and the P2030 standards 
development recognize the dynamic nature of the 
interconnection with the grid and all of its parts. In Figure 
2, the interconnection and the communication and 
information technologies show the interfaces for the systems 
approach (system of systems) to the concepts needed for 
mature smart grid interoperability. 
 
It should be noted that there is not one universally accepted 
unique definition of “smart grid.” Depending on the 
stakeholder’s viewpoint, the smart grid definition would 
include stated benefits or desired outcomes for certain 
parties or for certain technologies. In a very broad sense, 
“smart grid” could be simply defined as “the electric 
delivery infrastructure from electrical generation to end-use 
customer, integrated with information and communication 
technologies.” It is recognized that this definition is open for 
debate, but it is offered to separate the specific stakeholder 
benefits or use of the smart grid technology from the 
definition of what the smart grid actually is. In the NIST 
framework report there is a list of anticipated smart grid 
benefits, separated from the definition of smart grid. As 
stated in the NIST report, that document was developed 
based on numerous inputs, several workshops, and review 
comments provided. 

It should further be noted that the term “interoperability” 
does not have one universally accepted definition. However, 
in the DOE smart grid funding opportunity announcement 
[5], interoperability is describes as follows 
“…interoperability, which is the capability of two or more 
networks, systems, devices, applications, or components to 
exchange and readily use information – securely, effectively, 
and with little or no inconvenience to the user.”  This 
description similarly offers a sound starting point for its use 
in smart grid standards development. 
 
The IEEE SCC21 standards development members are 
aware that the dynamic electric infrastructure system has 
been possible because it was designed with specific goals for 
interconnection operation related to achieving balance 
between the generation, the delivery system, and the end 
user requirements for energy. To achieve this balance, there 
has to be adequate generation and sufficient capacity in the 
delivery system to meet the needs of the end user. In 
addition, the system has to have adequate inertial energy that 
may be called upon instantaneously to stabilize the dynamics 
when abnormal conditions occur. The stabilization requires 
both real and reactive energy and controls. 
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In the case of significant dynamic penetrations (of loads, 
distributed energy resources, electric vehicles, etc.), it is 
practically assured that the initial stabilization action has to 
be independent of latent communications. This was 
traditionally taken into consideration in the individual design 
of each part of the interconnected system and the overall 
system design that assures that generation is in balance at all 
times with the loads and that the delivery system is not being 
stressed beyond its capability. However, all electric power 
equipment has electrical and mechanical limitations. When 
distributed energy resources are incorporated into the 
interconnected grid, the electrical and mechanical limitations 
of the grid have to be understood and accommodated. 
Rotating generation provides an inertial component for both 
real and reactive power. Non-rotating generation and energy 
sources do not provide inertia intrinsically but may need to 
provide the equivalent of inertia by electronic means using 
stored energy in order to maintain harmony with the existing 
system capability.  
 
Not all distributed resources need to be served by radial 
distribution circuits. There are finite limits to the amount of 
distributed resources that can be served by a radial 
distribution circuit or by a distribution secondary network. 
The limits are affected by equipment ratings, operating 
voltage, the dynamics of the distributed resources and the 
loads, and consideration for the safety of the workers and 
public. It is not possible to mandate the capacity of 
distributed resources that must be interconnected to each 
voltage level of the distribution system with a detailed 
engineering analysis.  
 
The current guidelines given in the Federal Energy 
Regulatory Commission (FERC) order 2003 recommend 
that interconnection of distributed resources with capacities 
greater than 20 MW, either individually or an aggregate, 
should be connected at the transmission level. This 
recommendation was not meant to imply that all distribution 
circuits can accept up to 20 MW. Distribution circuit 
topology and operating voltage can result in technical 
limitations that would limit the amount of distributed 
resources to a value lower than 20 MW.  
 
It further should be recognized that distribution automation 
and other smart grid technologies add complexity to the safe 
and reliable operation of the distribution energy delivery 
system. Even today, it is not uncommon to reconfigure 
distribution circuits for maintenance, load balance or faults 
more than once in a period of hours or minutes. Thus, 
generation capacities may have to be re-aligned to meet the 
circuit’s technical and operational restraints. The need to 

accommodate this topological flexibility can dictate the 
maximum generation capacity to be connected.  
 
These constraints are very similar to constraints on the size 
and types of loads served from a distribution circuit, a sub-
transmission circuit or a transmission circuit. The value of 
10 MVA (either as individual distributed resource capacity 
or an aggregate capacity) behind a single point of common 
coupling as given in IEEE Standard 1547 is a limitation 
considered by technical experts to be a practical maximum 
limit for distributed resources connected to a distribution 
circuit. The 10 MVA threshold was established by a 
consensus vote of this standard and, like the FERC 20 MW 
limit, does not imply that all distribution circuits can accept 
10 MVA of distrubited resources.  Other means of serving 
the distributed resource capacity are available; however, 
because of its technology, electrical characteristics, etc. 
distributed resources exceeding 10 MVA may likely be 
served via other parts of the delivery system. Thus, the IEEE 
1547 standard is limited to interconnections of distributed 
resources to the radial distribution system and to secondary 
distribution networks. A radial distribution system operates 
at nominal voltages ranging from 2.4 kV to 69 kV. The 
secondary grid operating voltages range from 208Y/120V to 
480Y/277V. 
 
3. The IEEE 1547 Series of Standards  
In June 2003, IEEE Std 1547, Standard for Interconnection 
of Distributed Resources with Electric Power Systems, was 
approved by the IEEE Standards Board and shortly 
thereafter approved as an American National Standard 
(ANSI/IEEE) in October 2003. This root standard of the 
IEEE 1547 series of standards was developed through 
discussions and negotiations in a series of meetings and 
contains input from more than 340 participants under the 
sponsorship of the Standards Coordinating Committee 21on 
Fuel Cells, Photovoltaics, Dispersed Generation, and Energy 
Storage. The IEEE Std 1547 is a benchmark milestone for 
the IEEE standards consensus process and successfully 
demonstrates a model for ongoing success in the 
development of further national standards and for moving 
forward in modernizing our nation's electric power system. 

IEEE Std 1547 defines a set of uniform requirements for the 
interconnection of DR to the distribution segment of the 
electric power system (EPS). Currently, there are seven 
complementary standards designed to expand upon or clarify 
the initial standard, three of which are published.The other 
four are still in the development phase. A complete listing of 
the 1547 series of standards is shown in Figure 3. 
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Figure 3. IEEE 1547 series of interconnection standards and projects 
 
The IEEE 1547 series of existing, published standards are:  
• IEEE Std 1547™-2003 (reaffirmed 2008), IEEE 

Standard for Interconnecting Distributed Resources 
with Electric Power Systems  

• IEEE Std 1547.1™-2005, IEEE Standard 
Conformance Test Procedures for Equipment 
Interconnecting Distributed Resources with Electric 
Power Systems  

• IEEE Std 1547.2™-2008, IEEE Application Guide 
for IEEE Std 1547™, IEEE Standard for 
Interconnecting Distributed Resources with Electric 
Power Systems  

• IEEE Std 1547.3™-2007, IEEE Guide for 
Monitoring, Information Exchange, and Control of 
Distributed Resources Interconnected with Electric 
Power Systems 

 
The IEEE SCC21 1547 series of standards development 
projects that are currently underway are:  
• IEEE P1547.4™, Draft Guide for Design, Operation, 

and Integration of Distributed Resource Island 
Systems with Electric Power Systems (IEEE ballot 
plan first quarter 2010)  

• IEEE P1547.5™, Draft Technical Guidelines for 
Interconnection of Electric Power Sources Greater 
Than 10 MVA to the Power Transmission Grid (no 
ballot date established);  

• IEEE P1547.6™, Draft Recommended Practice for 
Interconnecting Distributed Resources with Electric 
Power Systems Distribution Secondary Network 
(IEEE ballot plan first quarter 2010);  

• IEEE P1547.7™, Draft Guide to Conducting 
Distribution Impact Studies for Distributed Resource 
Interconnection (no ballot date established)  

 
3.1.  IEEE Std 1547 
The IEEE Std 1547-2003 is the first in the 1547 series of 
planned interconnection standards and provides 
interconnection technical specifications and requirements as 
well as interconnection test specifications and requirements. 
The IEEE Std 1547 stated requirements are universally 
needed for interconnection of distributed resources that 
include both distributed generators as well as energy storage 
systems, including synchronous machines, induction 
machines, or power inverters/converters and will be 
sufficient for most installations. Traditionally, utility electric 
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power systems (EPS--grid or utility grid) were not designed 
to accommodate active generation and storage at the 
distribution level. As a result, there were major issues and 
obstacles to an orderly transition to using and integrating 
distributed power resources with the grid. The lack of 
uniform national interconnection standards and tests for 
interconnection operation and certification, as well as the 
lack of uniform national building, electrical, and safety 
codes, were understood.  
 
In February 2003, P1547 was affirmed by the ballot group 
of 230 members. In June 2003, IEEE Std 1547 was 
approved by the IEEE Standards Board and in October 2003 
approved as an American National Standard. In the Energy 
Policy Act of 2005, IEEE 1547 standards were required to 
be considered for interconnection of distributed resources to 
the grid. In 2008, the IEEE Std 1547 was reaffirmed by 181 
balloters. Reaffirmation is consensus proclamation that the 
standard, as currently written, is not obsolete and does not 
contain erroneous information. 
 
3.2. IEEE Std 1547.1 
The IEEE Std 1547.1-2005 provides the test procedures for 
verifying conformance to IEEE Std 1547-2003. IEEE Std 
1547.1 provides conformance test procedures to establish 
and verify compliance with the requirements of IEEE Std 
1547. When applied, the IEEE Std 1547.1 test procedures 
provides a means for manufacturers, utilities, or independent 
testing agencies to confirm the suitability of any given 
interconnection system or component intended for use in the 
interconnection of DR with the electric power system (EPS). 
Such certification can lead to the ready acceptance of 
confirmed equipment as suitable for use in the intended 
service by the parties concerned. 
 
3.3. IEEE Std 1547.2 
The IEEE Std 1547.2-2008 provides technical background 
and application details to support understanding of 
IEEE Std 1547. The guide facilitates the use of IEEE Std 
1547 by characterizing various forms of distributed resource 
technologies and their associated interconnection issues. It 
provides background and rationale of the technical 
requirements of IEEE Std 1547. It also provides tips, 
techniques, and rules of thumb, and it addresses topics 
related to distributed resource project implementation to 
enhance the user's understanding of how IEEE Std 1547 may 
relate to those topics.  
 
3.4. IEEE Std 1547.3 
IEEE Std 1547.3-2007 is intended to facilitate 
interoperability of DR interconnected with an area EPS. 
IEEE Std 1547.3 is intended to help stakeholders in 
distributed resource installations, implement optional 

approaches for monitoring, information exchange, and 
control to support the operation of their distributed resources 
and transactions among the stakeholders associated with the 
distributed resources. IEEE Std 1547.3 describes 
functionality, parameters, and methodologies for monitoring, 
information exchange, and control related to distributed 
resources interconnected with an area electric power system. 
The focus is on monitoring, information exchange, and 
control data exchanges between distributed resource 
controllers and stakeholder entities with direct 
communication interactions. This guide incorporates 
information modeling and use case approaches, but it is also 
compatible with historical approaches to establishing and 
satisfying monitoring, information exchange, and control 
needs for distributed resources interconnected with an area 
electric power system.  
 
3.5. IEEE Std P1547.4  
The IEEE Std P1547.4 draft guide covers intentional islands 
in EPSs that contain distributed resources (DR). The term 
“DR island systems,” sometimes interchanged with ”micro-
grids,” is used for these intentional islands. DR island 
systems are EPSs that: (1) have  DR and load, (2) have the 
ability to disconnect from and parallel with the area EPS, (3) 
include the local EPS and may include portions of the area 
EPS, and (4) are intentionally planned. DR island systems 
can be either local EPS islands or area EPS islands. The 
IEEE Std P1547.4 document addresses issues associated 
with DR island systems on both local and area islanded 
EPSs. It provides an introduction and overview and 
addresses engineering concerns related to DR island 
systems. The document provides alternative approaches and 
good practices for the design, operation, and integration of 
DR island systems with EPS. This includes the ability to 
separate from and reconnect to part of the area EPS while 
providing power to the islanded EPSs. This guide includes 
the distributed resources, interconnection systems, and 
participating electric power systems.  
 
3.6. IEEE Std P1547.5 
The IEEE Std P1547.5 draft document provides guidelines 
regarding the technical requirements, including design, 
construction, commissioning acceptance testing, and, 
maintenance performance requirements, for interconnecting 
dispatchable electric power sources with a capacity of more 
than 10 MVA to a bulk power transmission grid. The 
purpose of the IEEE Std P1547.5 project is to provide 
technical information and guidance to all parties involved in 
the interconnection of dispatchable electric power sources to 
a transmission grid about the various considerations needed 
to be evaluated for establishing acceptable parameters such 
that the interconnection is technically correct. It should be 
noted that since the P1547.5 project was initiated, the North 
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American Electric Reliability Corporation (NERC) has been 
established as the electricity reliability organization that may 
establish standards for generation systems providing 
wholesale electric services on the transmission grid.  
 
3.7. IEEE Std P1547.6 
The IEEE Std P1547.6 draft recommended practice builds 
upon IEEE Standard 1547 for the interconnection of 
distributed resources to distribution secondary network 
systems. It establishes recommended criteria, requirements 
and tests, and provides guidance for interconnection of 
distribution secondary network system types of area EPS 
with distributed resources providing electric power 
generation in local electric power systems (local EPS). The 
IEEE Std P1547.6 document focuses on the technical issues 
associated with the interconnection of area EPS distribution 
secondary networks with a local EPS having distributed 
resources generation. The recommended practice provides 
recommendations relevant to the performance, operation, 
testing, safety considerations, and maintenance of the 
interconnection. In this IEEE Std P1547.6 document, 
consideration is given to the needs of the local EPS to be 
able to provide enhanced service to the DR owner loads as 
well as to other loads served by the network. Equally, the 
standard addresses the technical concerns and issues of the 
area EPS. Further, this standard identifies communication 
and control recommendations and provides guidance on 
considerations that will have to be addressed for such DR 
interconnections.  
 
3.8. IEEE Std P1547.7 
The IEEE Std P1547.7 draft guide describes criteria, scope, 
and extent for engineering studies of the impact on area 
electric power systems of a distributed resource or aggregate 
distributed resource interconnected to an area electric power 
distribution system. With the creation of IEEE Std 1547, 
that had led to the increased interconnection of distributed 
resources throughout distribution systems. This IEEE Std 
P1547.7 document describes a methodology for performing 
engineering studies of the potential impact of a distributed 
resource interconnected to an area electric power 
distribution system. The impacts study scope and extent are 

described as functions of identifiable characteristics of the 
distributed resource, the area electric power system, and the 
interconnection. Criteria are described for determining the 
necessity of impact mitigation. The establishment of this 
IEEE Std P1547.7 guide allows distributed resource owners, 
interconnection contractors, area electric distribution power 
system owners and operators, and regulatory bodies to have 
a described methodology for when distribution system 
impact studies are appropriate, what data is required, how 
they are performed, and how the study results are evaluated. 
In the absence of such guidelines, the necessity and extent of 
DR interconnection impact studies has been widely and 
inconsistently defined and applied. The IEEE Std P1547.7 
project was initiated in January 2009.  
 
4. IEEE P2030 Project 
The IEEE P2030 project provides guidelines in 
understanding and defining smart grid interoperability of the 
electric power system with end-use applications and loads. 
Integration of energy technology and information and 
communications technology is necessary to achieve 
seamless operation for electric generation, delivery, and 
end-use benefits to permit two-way power flow, with 
communication and control. Interconnection and intra-
facing frameworks and strategies with design definitions are 
addressed in the IEEE P2030 document, providing guidance 
in expanding the current knowledge base. This expanded 
knowledge base is needed as a key element in grid 
architectural designs and operation to promote a more 
reliable and flexible electric power system. The IEEE P2030 
standards development inaugural meeting was held in June 
2009 with capacity in-person registration of 150 individuals 
and close to 200 others registered to participate via webinar. 
The IEEE P2030 development is on a fast-track schedule 
targeting the end of 2010 to have a substantive draft for 
public consideration.  
 
The IEEE P2030 standards development effort was initially 
organized under three task force groups to provide inputs 
and ongoing updates to establishing the IEEE P2030 
document (Figure 4).  
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Figure 4. IEEE P2030 task force organization 
 
The task force groups met at the initial IEEE SCC21 P2030 
meeting in June 2009 and have subsequently been 
predominantly meeting via teleconferences and webinars. 
Prior to the second P2030 working group meeting held on 
October 27-29, 2009, a draft P2030 outline and timeline for 
completion was presented for consideration. On the first two 
days of the October P2030 meeting, each task force group 
met independently, and some in combined meetings. The 
third day of the October meeting was a full P2030 working 
group meeting to review task force progress and plans, 
discuss the draft P2030 development timeline and initial 
outline, and to introduce the writing group approach.  
 
Annex A in this paper includes the IEEE P2030 standard 
draft timeline and initial outline. The draft outline captures 
the essence of the IEEE working group approach for, in this 
case, developing a standard that provides guidance for smart 
grid interoperability. The outline includes a section devoted 
specifically to elucidate terms and definitions such as “smart 
grid” and “interoperability” to create a common understating 
of these terms as they relate to the P2030 guidelines. A 
section on a systems engineering approach to the smart grid 
has been added to discuss general concepts relating to the 
smart grid as an overall “system of systems.” There are 
individual sections in the outline to address smart grid 
functional performance and evaluation criteria; 
interoperability characteristics, design criteria, operations, 
and end-use applications; and interoperability configurations 
and topologies. Three sections in the outline specifically 
target intra-operability of:  1) power systems, 2) information 
systems, and 3) communication systems.  The outline also 
includes sections to address the electric power and delivery 
system integrated operation, and smart grid interoperability 
and legacy technology relationships. 

5. MOVING FORWARD    
The IEEE 1547 and P2030 publications and development 
activities address various priority topics indentified in the 
NIST report [1] and in the workshops that led to that report. 
And for the future, IEEE 1547 and P2030 activities could 
readily address additional NIST recommendations by either 
extensions of existing standards or new standard(s) projects. 
The scope and purpose of 1547 standards and P2030 are 
specifically aligned with a number of topics in the NIST 
reports, such as:  
• Energy storage systems, e.g., for storage system 

specific requirements  
• Distribution grid management standards requirements 

including communications  
• Voltage regulation, grid support, etc.  
• Technical management of distributed energy 

resources, e.g., in planned islands  
• Static and mobile electric storage, including both 

small and large electric storage facilities  
• Electric transportation and electric vehicles    
 
As with all standards, the ultimate proof of success lies in 
adopting them, validating conformance to the specifications 
and requirements of the standards, and establishing that the 
standards indeed help the technology and stakeholders 
towards the intended use of the technology meeting the 
standard. At the National Renewable Energy Laboratory 
(NREL) there has been some testing of smart grid 
interoperability (Figure 5). However, it is paramount that 
conformance testing be similarly qualified to its set of 
applicable standards so that reciprocity among testing labs 
and uniform acceptance of conforming equipment and best 
practices is transparent.  
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Figure 5. Example smart grid testing at NREL 
 
The IEEE 1547 series of standards provide a model for 
IEEE P2030 project development. The P2030 standard will 
itself be a single document addressing smart grid 
interoperability. However, there could never be one single, 
all-encompassing document that could adequately address 
all of the standards issues associated with a “system of 
systems” technology area such as the smart grid. Building 
off existing standards and works in progress will help to 
accelerate standards coverage for the myriad of smart grid 
concerns. As an example, in the series of IEEE 1547, it 
appears that the IEEE Std P1547.4 (planned islands) 
document will provide guidance on many of the technical 
integration issues that would need to be addressed in a 
mature smart grid, including issues of high penetration of 
distributed generators and electric storage systems, grid 
support, end-use operational support, and load management. 
However, the details for smart grid interoperability will need 
to be approached in a layered and evolutionary manner, 
building on successful experiences and learning from other 
experiences.  

Today, the smart grid is being widely discussed and debated 
by many individuals of different backgrounds including 
technical, business, regulatory, and government 
professionals. However, there is no common definition and 
understanding of smart grid interoperability. Even within the 
international electrical and electronic engineering 
professions that commonality is lacking. This IEEE P2030 
project will largely contribute in overcoming that void and 
establish sound engineering baselines for defining and 
understanding smart grid interoperability.   
 
The mature smart grid will truly be a complex “system of 
systems” (Figure 6). To reach that maturity, it seems 
evident that technology will evolve at widely varying 
degrees of intelligence. Establishing device interoperability 
must not overlook its deeper role of providing overall 
system smart grid interoperability. 
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Figure 6. Smart grid (system of systems) interoperability
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Annex A: IEEE P2030 Development Approach.  
 
Annex A - Article 1. IEEE P2030 development timeline (draft Oct. 2009).  
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Annex A: Article 2 P2030 Initial Outline  
 

P2030 Draft 1: Initial Outline – September 17, 2009 
 
IEEE P2030 Draft Guide for Smart Grid Interoperability of Energy Technology and Information 
Technology Operation With the Electric Power System (EPS), and End-Use Applications and Loads 
 

1.0 Introduction.  
1.1 Scope.  
This document provides guidelines for smart grid interoperability. This guide provides a knowledge base 
addressing terminology, characteristics, functional performance and evaluation criteria, and the application of 
engineering principles for smart grid interoperability of the electric power system with end use applications and 
loads. The guide discusses alternate approaches to good practices for the smart grid.  
1.2 Purpose.  
This standard provides guidelines in understanding and defining smart grid interoperability of the electric 
power system with end-use applications and loads. Integration of energy technology and information and 
communications technology is necessary to achieve seamless operation for electric generation, delivery, and 
end-use benefits to permit two way power flow with communication and control. Interconnection and intra-
facing frameworks and strategies with design definitions are addressed in this standard, providing guidance in 
expanding the current knowledge base. This expanded knowledge base is needed as a key element in grid 
architectural designs and operation to promote a more reliable and flexible electric power system.  
1.3 Stakeholders.  
The electricity delivery infrastructure smart grid primary stakeholders may be considered under the following 
classes: electric power system owners, planners and operators; information technology personnel; electricity 
consumers; equipment manufacturers; system developers; distributed energy resources personnel; integration 
and interconnection personnel; buildings industry; plug-in electric vehicles personnel; and, regulatory and 
government bodies.  
1.4 Electricity Delivery Infrastructure Background.  

1.4.1 Technical Aspects  
1.4.2 Business Aspects  
1.4.3 Regulatory Aspects  

1.5 Document Overview.  
2.0  References. (Guidance from IEEE style manual)  
3.0  Definitions.  

Interoperability -   
Smart grid -   

4.0  Smart Grid Background: Systems Engineering Approach  
 (Overview remarks. system of systems; hardware and software; systems engineering and component 

integration -- component and systems: requirements and specifications establishment, planning, designing, 
fabrication/installation{building}, commissioning, operating, maintaining, upgrading, and retiring; 
integration of power, information, and communications technologies; electricity end-use applications; 
loads; etc.)  

5. Smart grid functional performance attributes and evaluation criteria.  
6. Interoperability characteristics, design criteria, operations, and end-use applications  

Systems approach (theory/concepts, methods and examples) 
7. Interoperability configurations and topologies  

Systems approach (theory/concepts, methods, and examples) 
8. Power systems intra-operability.  
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Systems approach (central, dispersed, and end-use applications)  
9. Information systems intra-operability.  

Systems approach (central, dispersed, and end use applications)  
10. Communications system intra-operability  

Systems approach (central, dispersed, and end-use) 
11. Electric power and delivery system integrated operation. 

• Interoperability and two way power flow, communications, and control. 
• Autonomous Operation 
• Semi – Autonomous Operation 
• Interfaces, intra- faces, and interconnections 
• Etc 

 
12. Smart grid interoperability and legacy technologies relationships.  
13. Etc…. 
 
Annexes, e.g., Bibliography  
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Abstract 

In creating a multi-vendor system that exhibits 
interoperability there is much more involved that just 
creating a detailed unambiguous specification.  The current 
networking infrastructure exhibits a high degree of 
interoperability through a combination of several factors.  
This paper explains some of the lessons that can be learned 
from this previous networking industry experience. 
 
A framework is proposed of technical specification, 
management process, support tools and market factors.  The 
framework is then used to analyze four networking industry 
positive examples.  The activities in each of the four areas 
of the framework will be described with emphasis on the 
key attribute that drove the interoperability.  From these 
examples some of the specific techniques used will be 
described.  Also the current reality of interoperability will 
be described.   
 
Based on this information suggestions will be made on how 
to apply these lessons to the Smart Grid to foster better 
support tools.  The ideas from this paper should help the 
Smart Grid industry to guide tool and test equipment 
vendors to better support them.  It will help companies 
involved with the Smart Grid regarding information to 
provide tool and test equipment vendors and requests to 
make of tool and test equipment vendors. 

1. HISTORY 
Thirty years ago the computer world was much different.  
Most computers were stand-alone in a data center and few 
people interacted directly with them.  The most common 
exchange issue was between EBCDIC and ASCII formats, 
and data exchange was achieved typically by walking the 
media (typically magnetic tape) from the drive on one 
computer to the next.   Even as the world started to change 
with workstations and networks, the way communication 

between machines was actually achieved was often by 
purchasing all of the products from a single vendor.   
 
However today it has evolved to a world where 
interoperability is imperative.  The vast majority of 
electronic products now have features that are dependent on 
working smoothly and efficiently with products from other 
companies.  The story of how the interoperability has 
actually been achieved is a complex mixture of many 
factors. 

2. FRAMEWORK 
The proposed framework states that getting to 
interoperability is made up of 1) technical specification, 2) 
ongoing management process, 3) supporting tools, and 4) 
market factors.  Each is explained briefly, and will become 
clearer as they are applied to the case studies.  These 
attributes are not presented in a particular order, since the 
importance varies from standard to standard.  Often one 
attribute will swamp all the others for a period of time.  
However, the most robust and enduring situations where 
interoperability is achieved has been a combination of more 
than one of the attributes. 

2.1. Technical Specification 
A complete and unambiguous technical specification plays 
an important foundation in creating interoperability.  
Getting all the companies involved in an industry standard 
to “fly in formation” is a difficult technical task.  Even with 
well written specifications the differing interpretations can 
cause lack of interoperability, or the creation of industry 
cliques.   
 
However, often the market reality is not reflected in the 
technical specification.  There are several cases where if you 
follow the technical specification you will not work with 
any other equipment.  This can happen when the standard is 
not clear, or when companies were required to make product 
decisions before a standard becomes final.  If the initial 
mover gains a large share, it is common this becomes the 
default specification for the market. 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 292



2.2. Supporting Tools 
The tools that are used in development and testing provide 
an important component in creating interoperability.  They 
can be critical to measuring the adherence to the technical 
standard or the tracking down any discrepancies.  Without 
strong measurement tools the variance between vendors can 
become quite large. 

2.3. Management Process 
The ongoing process around a standard is very important.  
This includes the standards group, forums for companies to 
communicate their interests, the method for deciding and 
communicating changes, and the product certification 
process.  There is often a political process for determining 
the interests of the companies involved.  Therefore a known 
process that companies are familiar with can be a benefit to 
keeping the politics manageable.   

2.4. Market factors 
Several market conditions play a role in interoperability, 
including the speed of adoption, the relative market share of 
key players, and the effect of related markets.  For example, 
a market with a dominant player may use a standard to 
spread their influence.  Alternatively, a standard may be the 
way that several smaller players work against a larger 
player.  These forces cannot be ignored and are often a 
major influence in how interoperability actually plays out. 

3. CASE STUDY: ETHERNET 
Ethernet started as a technology developed at Xerox PARC 
in the mid-1970s, then pushed for broader adoption by 
corporate supporters (DEC, Intel, Xerox) in the early 1980s. 
It became the first local area networking standard with 
broad adoption.  It has undergone several metamorphoses 
through the years, from coaxial cable to twisted pair, and 
from 3 Mbits/s to multi-Gigabit/s.  It now provides the basis 
for most commercial LANs. 

3.1. Technical specification  
The technical standard is now managed by the Institute of 
Electrical and Electronics Engineers (IEEE) (802.3). The 
technical specification is well developed.  However, 
equipment manufacturers still have to sort out the realities. 
There are still cases where strictly implementing the 
standard will lead to not working with other equipment.  
Companies are required to develop this inside knowledge.  
There are also many cases where manufacturers do not 
implement 100% of the specification.  So equipment will 
interoperate most of the time, but there will be exceptions 
for particular features.   

3.2. Management Process  
The IEEE manages the input and modification process for 
the specification.  The Ethernet Alliance is primarily a 

promotion vehicle for Ethernet adoption.  It does organize 
plugfests for new areas of the standard, but does not provide 
certification. 

3.3. Support tools  
The loading and test tools from Spirent, Ixia, and Agilent, 
have been the dominant force in creating interoperability. 
These testers provided a coordinated conformance test.  
They provide engineered traffic on all ports of a piece of 
equipment in a precise and repeatable way.  They provide a 
convenient and consistent way to set up a test configuration 
for quality assurance applications. 
 
Passing the SmartBits® or equivalent test has become an 
imperative for anyone building an Ethernet chipset.  Every 
packet dropped in the test must be explained with plans for 
the correction in a future version of silicon.  This has 
fostered an industry where there is little variance on the 
parameters that are key for interoperability.  

3.4. Market factors  
The market for Ethernet PHY (physical interface) chips has 
been well developed with a couple of significant players.  
This has lead to the broad knowledge in how the two players 
products worked and the quirks of how they work. The 
interoperability challenges have migrated up the stack to 
layer 2 and layer 3.    

3.5. Summary  
The rigorous testing tools are the driving force in creating 
the broad interoperability of Ethernet.   

4. CASE STUDY: WI-FI®  
Wireless networking using unlicensed spectrum first came 
to market in the early 1990s and became standardized as 
IEEE 802.11.  The standard is often referred to as the 
“wireless Ethernet”.   It experienced explosive growth in the 
middle of this decade when it started being included in 
laptop computers.   It also had major crisis when the 
weakness of the Wired Equivalent Privacy (WEP) 
encryption was exposed and threatened to give it a blackeye 
on security.  This prompted a flurry of activity to quickly 
implement a stronger security version, called Wi-Fi 
Protected Access (WPA)®. 

4.1. Technical specification  
The technical specification like Ethernet is managed by the 
IEEE (802.11).  The specification has benefited from the 
experience of Ethernet.  However, there is the additional 
complication of the radio.  The modulation method has 
continued to become more complex as the standard works to 
develop faster speed standards that exhibit reasonable 
resistance to interference. 
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4.2. Management Process  
The Wi-Fi Alliance (WFA) has played a key role.  It offers 
an extensive certification program that checks that a piece of 
equipment works at an acceptable throughput level with 
four pre-determined vendors’ equipment. They also provide 
certification of other specific advanced features.  Passing the 
certification was a requirement for a piece of equipment 
displaying the Wi-Fi® logo. 
 
When the security issues with WEP occurred the WFA 
stepped up to the plate providing the group communication, 
being the standards body, and providing the certification for 
a quicker response to the issue than could be completed 
through the IEEE. 
 
The certification processes of the WFA were put in place 
when there was wide variance in products, and customer 
skepticism.  Now there is broad interoperability. 

4.3. Support tools   
The pervasive tools for Wi-Fi were protocol analyzers and 
IxChariot from Ixia.  The protocol analyzers provided a 
symbolic decode of traffic logs, and Chariot provided an 
application level loading tool.  However, these initial tools 
could not measure certain details of the standard.  For 
example testing if an acknowledgement was within the 
window specified by the standard was not possible until the 
VeriWave test tools with more precise timing measurement 
were introduced. 
 
When applications such as Voice over Wi-Fi (VoWiFi) 
become predominant the precise measurement of VeriWave 
tools may become critical for interoperability.  

4.4. Market factors  
The logo program on the WFA created an easy and visible 
way for customers to know that a device had been certified.  
Being certified became a market requirement for chipset and 
equipment vendors. 
 
Cisco has a large market share in wireless access points.  
They made the decision to focus on access points and 
promote their own certification program for client devices.   
 
Also products are differentiated on the range and resistance 
to interference capabilities of their radio, because of this 
there has not been a consolidation of radios used for Wi-Fi.  
This has forced the need for more physical layer testing, 
than is true for Ethernet. 

4.5. Summary  
The strong process of the Wi-Fi Alliance has been the 
driving force creating the broad interoperability of Wi-Fi.  
In the future this may evolve to more test equipment based 

as the standard and application requirements become more 
stringent. 

5. CASE STUDY: SIMPLE NETWORK 
MANAGEMENT PROTOCOL (SNMP) 

SNMP is used to monitor devices in a network for 
conditions that warrant management attention.  Each 
network device has a unique set of conditions that need to 
be monitored.  Therefore each networking equipment design 
must create a unique implementation that works with the 
standard.  SNMP has benefited by being the standard in 
place when the Internet took off, and it is even more 
entrenched now.   

5.1. Technical specification  
SNMP is a component of the Internet Protocols Suite as 
defined by the Internet Engineering Task Force (IETF).  It 
consists of a set of related standards that includes an 
application layer protocol, a database schema, and a set of 
database objects.   
The initial standard was developed by people that were 
knowledgeable in the realities of building networking 
equipment.  This ensured that the standard was practical and 
implementable.  In addition to this there were reference 
implementations that were available initially, both in the 
form of commercial reference platforms, and open source 
versions.  With this leg up provided almost all 
implementations started from this common core ancestry.  
This drastically increased the chances of successful 
interoperation.  

5.2. Management Process  
The Internet Engineering Task Force (IETF) provides the 
coordination and communication of the standard.  There is 
not a certification process for vendors.  In the early years of 
the standard there were some plugfests that were organized 
on an ad hoc basis.  However, there is not an ongoing 
organized meeting to test interoperability.   

5.3. Support tools  
The standard works above the physical layer, so no PHY or 
link layer measurement is required.  The tools that are used 
are just the network management tools that use the SNMP 
data. There have been some commercial testing tools, but 
they have not gotten any broad acceptance. 

5.4. Market factors  
Many vendors provide network management software with 
no one dominat market player.  SNMP Research is a third 
party supplier that provides SNMP support for a broad set of 
manufacturers, increasing the chance of interoperability. 
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5.5. Summary  
The strong and flexible standard combined with the 
extremely complete specification has been the key to the 
broad interoperability of SNMP.   This combined with the 
pressure on each equipment vendor to make sure that their 
equipment is well supported has led to perhaps the broadest 
interoperability of any networking standard.   

6. CASE STUDY: MICROSOFT PLUG-AND-PLAY 
DRIVERS 

Historically when interfacing to a new hardware device the 
user would have to set a jumper or set a DIP switch on the 
hardware.  These were often problematic, when the jumper 
was misplaced, or the switch incorrectly set.  As computers 
became more broadly used this put tremendous pressure to 
create a better solution.   
 
The solution plug and play drivers where the discovery of a 
new hardware component in the system happens 
automatically.  This hides the complexity of the equipment 
configuration and interaction from the user.  To ensure that 
the user has a positive experience with their operating 
system, Microsoft takes on additional support and 
verification tasks.   

6.1. Technical specification  
Microsoft provides equipment makers with the specification 
for developing software drivers.   Because a single company 
controls the specification it makes the resolution of 
interoperability issues quick and allows quick response to 
major issues. 

6.2. Management Process  
Microsoft certifies drivers to be included with their 
distributions.  The equipment vendor provides the hardware 
and driver to Microsoft.  Microsoft has a dedicated team that 
certifies the hardware and associated driver.  This provides a 
consistent review of the functionality and keeps the 
knowledge within one company from release to release. 

6.3. Support tools  
There are no particular third party tools involved in making 
interoperability happen.  However, the hardware providers 
will often provide additional access that is not documented.  
They will provide this information to Microsoft, for support 
purposes and during the verification process. 

6.4. Market Factors  
Microsoft’s dominant market position in operating system 
software makes it imperative that equipment providers fit 
into the Microsoft framework.  Microsoft is also pressured 
to ensure the users have a positive experience with their 
operating system. 

6.5. Summary   
It is Microsoft’s market position that allows them create the 
system that creates the high level of interoperability.  It is 
the structure that they put in place to support specification, 
certification and support that makes it work. 

7. TECHNIQUES 
There are several techniques that are used to foster 
interoperability.  Below is a list of several of the more 
popular techniques. 

7.1. Engineered Corner cases  
Corner cased are effective because they put extreme stress 
on a system, even more than would ever occur in normal 
operation.  An example would be to run minimum sized 
packet back to back with a minimum inter-frame gap at full 
protocol rate.  This gives the equipment the minimum time 
to process the traffic.   Often quality assurance (QA) 
departments use specialized test equipment that can generate 
this traffic on every port of the device in a way that is time 
synchronized to be repeatable.  This level of testing will 
both improve interoperability and increase the robustness of 
the system. 

7.2. Short controlled interactions tool 
Interoperability is made up of thousands of small 
interactions working properly.  One of the key tools to 
accomplish this is a flexible and controllable traffic 
generator.  The purpose is to create small, usually just a few 
packets, test cases.  These test snippets can be used as part 
of a larger certification test, or to debug a situation where 
two pieces of equipment are not working together.    
 
These are often custom tools that each equipment maker 
develops.  For the Wi-Fi standard a chip maker developed a 
java-based scripting tool that was broadly used.  There may 
need to be different tools depending on the layer of the stack 
that is being tested.  There is an open source tool called 
SCAPY that can be useful for this task. 

7.3. Automated regression testing 
Keeping track of the thousands of tests is a daunting task.  It 
also becomes very error prone if it is not automated.  This is 
especially true when issues such as backward compatibility 
are considered.  The logistics of this can become quite 
complicated when issues such as physical location or 
resistance to interference need to be considered.  In wired 
standards such as Ethernet the testing of the physical media 
can be easily separated from the testing of the higher 
protocol without any concerns.  However, for Wi-Fi where 
features such as roaming are a critical part of 
interoperability this becomes quite complex. 
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7.4. Alignment with standards group 
Many standards that started by companies have migrated to 
be managed by standards groups.  Ethernet and Wi-Fi are 
just two prominent examples of this that are managed by the 
IEEE.  The standards group provide procedures for 
communication, upgrade process, that are critical for the 
continued success of a standard.   
 
Many companies are already familiar with the procedures 
and are comfortable with their stewardship.  However, it is 
important to consider the costs involved for each company.  
These may create an unwanted burden for some.  Also the 
responsiveness of a standards group can be critical.  These 
groups manage the input from many companies, but this can 
lead to being slow to respond to crisis.  For example, the 
Wi-Fi Alliance took control of the response to the WEP 
security issue that threatened the enterprise acceptance of 
Wi-Fi.  

7.5. Reference Designs 
An example implementation that can be used as a reference 
can go a long way to creating interoperability.  This can be 
done as a working reference that developers have access to, 
or as an open source implementation, where all the details 
are exposed.  This can allow developers to view one 
possible implementation, run their design against the 
reference, and test specification ambiguities.     

7.6. Certification process 
Some standards have a formal certification process.  For 
example, Wi-Fi has a formal set of tests that must be passed 
to allow a piece of equipment to exhibit the Wi-Fi logo.  
They have different certifications for different versions and 
features of the standard.  Equipment providers pay a fee for 
their equipment to be tested, to cover the expenses.  In the 
Wi-Fi case the submitted piece of equipment must meet an 
acceptable throughput rate with four different vendors’ 
equipment.  In setting up a certification process there are 
many questions about the process that need to be answered, 
including staffing and access to the certification labs, 
selection of the “gold” vendor units, and the location of 
labs.   

7.7. Plugfests 
Meeting of equipment providers for the purpose of checking 
out interoperability are commonly called “plugfests”, 
because the vendors are continually plugging different 
combinations of equipment together.  Each vendor brings 
the equipment that they want to test along with experts on 
those products.  They are often located at testing labs, so 
that other infrastructure such as test equipment is readily 
available. These can be quite productive in highlighting 
issues between vendors.  They can be critical for cases 
where none of the equipment is on the market yet, and 

provide productivity gains versus meeting with each 
individual vendor separately. 

7.8. Testing labs  
There are several testing labs that offer services that are 
useful for interoperability. These labs provide the resources 
of a knowledgeable staff, test equipment, and physical 
location.  Some testing labs become aligned with certain 
standards for certification services. This provides 
efficiencies for the standards, since they do not need to 
duplicate the resources for their standard, and are often ideal 
in the early stages of a standard when this overhead would 
be a burden.   
 
Of special note is the University of New Hampshire 
Interoperability Lab (UNH-IOL).  It is the largest and most 
influential lab regarding networking interoperability.  It is 
structured as a collection of consortiums for different 
standards.  For each standard a company pays a membership 
fee to belong.  As a member they are required to keep 
working copies of their equipment at the lab.  This creates a 
critical mass of knowledge and equipment that makes the 
lab a popular location for plugfests.   

8. THE REALITIES OF INTEROPERABILITY 
It is important to consider the limits of what can be created 
in terms of interoperability.  Getting to 100 percent 
interoperable is a good goal, but often hard or too expensive 
to reach in reality.  This section discusses some of the 
realities that should be considered. 

8.1. You often cannot strictly follow the written 
specification 

There are many specifications where if you follow them to 
the letter, you have a good chance of not working with any 
other equipment.  There may have been a divergence from 
the specification and it was not determined that making the 
two match was worth the cost and effort.   Many equipment 
vendors view this as a cost of doing business and actually 
prefer this as a barrier to new entrants.  To enter the market 
you may be forced to use a testing lab, or hire personnel that 
are knowledgeable in the realities.   
 
As an equipment developer you may be presented with the 
dilemma of following the standard or actually being 
interoperable.  In these cases the choice of actually being 
interoperable almost always wins.  It can be even more 
difficult when in the market reality there are multiple 
working implementations in the customer base. 

8.2. Even “certified” products may still have some 
issues 

Although products that have been certified are much more 
likely to be interoperable, there are still exceptions.  These 
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can come from three main sources.  First, there are gaps in 
the completeness of  testing.  The test and measurement 
vendors are continually striving to match the “real world” 
situations of networks.  Second, the combinatorial explosion 
in testing with every other vendor becomes unwieldy.  
Certification processes are forced to make an economic 
decision on the amount of coverage in the testing.  And 
third, products and networks are not static.  An upgrade to a 
feature, or using a new source for a component can 
introduce new issues.  

8.3. Even if you follow the standard the other guy 
might not 

It can be very hard to distinguish which piece of equipment 
is at fault.  The customer may be angry with you even when 
you are doing it right. This is where efficient controlled 
probing tools can be invaluable to settling the issue.  At 
least you may be able to give the other guy the “black eye”, 
and explain the details to the frustrated customer.    
 

9. APPLYING LESSONS TO PROMOTE BETTER 
TOOLS 

There are many logistical decisions to be made regarding 
how to create the desired interoperability.  Many of these 
decisions will focus on what part of the process needs to be 
shared or centralized between vendors, and which part is the 
responsibility of each individual vendor.  Hopefully, the 
prior discussion and case studies will foster broader thinking 
and a search for the right examples. 
 
Instead of attempting to give general advice, in this section 
of the paper will focus on steps that can improve the ability 
of tool vendors to provide strong support.  First the major 
aspects that promote equipment interoperability are good for 
test equipment also.  So create clear, complete technical 
specifications, set up an ongoing management process for 
communication (meetings, updates), and make sure there are 
reasonable financial incentives for building tools. Next 
consider the following four points. 

9.1. Conformance versus interoperability 
The decision that has the biggest impact on support tools is 
the choice between conformance testing versus interaction 
testing.  Both methods can produce good results, but they 
have different trade-offs.  The kinds of support tools 
required are dramatically different.  A formal analysis of the 
two different techniques is provided in a Grid Interop 2008 
paper [1]. 
 
 
Conformance testing means extensive checks on all of the 
parameters of the standard.  This implies the creation of 
testing equipment that can measure all the parameters.  This 

can be an expensive development and may need to be 
seeded initially to make it financially feasible.  Once the test 
equipment is completed it drastically simplifies the logistics 
of certification testing.  Each piece of equipment to be 
certified just needs to be measured with the test equipment.  
Depending on the cost of the equipment, it may be possible 
for all interested companies to have a tester.  For each 
revision of the standard the test equipment must also be 
upgraded. 
 
Interaction testing means connecting two or more of the 
pieces of equipment together and then checking that they 
interoperate successfully.  This typically involves 1) 
reference units, 2) known traffic or load for the system, and 
3) reference behaviors to verify.  The reference units are 
known good equipment that all the other equipment must 
work with.  The traffic load is an application that can be run 
on the equipment that simulates the conditions of operation 
in a network.  The reference behaviors may be a 
measurement such as a throughput measure (packets/sec) or 
a functional result such as traffic rejected.  Interaction 
testing typically is less expensive, but can have difficulties 
with “chicken/egg” dependencies and equipment logistics.  
 

9.2. Levels of testing 
The next biggest impact decision for support tools is what 
levels the testing will be required, and the interaction 
between the levels.  The kinds of tools to measure the 
physical layer (spectrum analyzers, or reflectometers) are 
very different than tools that are higher up the stack 
(protocol analyzers, traffic generators) or application level 
tools (software loading, network monitoring).  Having tools 
at all levels may prove to be too expensive, and decisions 
will need to be made regarding which levels are the most 
critical. 
 
Another aspect of this is deciding whether the tests at 
different levels are independent of each other.  If the levels 
are dependent on each other then the testing between the 
levels will need to be coordinated creating complex test 
equipment set up and coordination.  An example of testing 
that can be independent is the physical layer from upper 
layers of Ethernet.  An example of testing that is dependent 
is roaming behavior in Wi-Fi.  Here the ability to detect the 
proximity to an access point (a physical layer measurement) 
directly affects the higher level protocol behavior. 

9.3. Create standard user profiles 
Information that can help create better support tools is the 
profile of system users.  To make the profiles as close to real 
as possible, it may be worth conducting market research to 
determine the characteristics of users, and the portion of the 
overall population that they represent. 
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This information can drive traffic generation tools, 
determine the parameters for capacity testing, and provide 
system planning tools.  With the profiles tools can create 
“dummy” users that can be easily created in specified 
quantities to simulate system loading.  This can be useful to 
make sure that system data structures are efficient enough 
when their size gets large.  Also being able to estimate the 
performance impact when adding a hundred new users can 
help drive decisions on when to upgrade a piece of 
equipment.   

9.4. Develop Corner Cases 
Corner cases can provide an efficient method for creating 
tests.  Often when the corner cases are properly handled, 
then the general cases are handled too.  So by creating a set 
of the important corner cases it can provide enough 
coverage that exhaustive testing may not be required.   
 
The cases will vary from standard to standard depending on 
the goals of the end system.  The corner cases can be in 
many different varieties.  They can be an action (add a user, 
complete a transaction), a performance measurement 
(packets per second), an engineered situation (continuous 
back to back packets), a critical timing of an event 
(recovery, switchover to a new price, time change), or a user 
perceived value (response time).  Corner cases can also deal 
with making sure that incorrect input is properly handled, so 
it could be input that includes errors, or even input that is 
attacking the security of the system.    
 
The specific corner cases can then be combined together, or 
combined with the loading of different size user 
configurations for a more complete test. 

10. CONCLUSIONS 
 
Creating interoperability in practice involves a combination 
of the four factors of:  technical specification, building an 
ongoing management process, support tools and market 
factors.  
 
Different standards have achieved broad interoperability in 
distinctly different ways as shown by the examples of 
Ethernet, Wi-Fi, SNMP, and Microsoft plug and play 
drivers.   
 
A list of possible techniques to foster interoperability was 
generated as a method to create ideas.   
 
Specific suggestions on how to foster better support tools 
were made: 
 Decision of conformance versus inter-operation 

Decision on levels of testing and whether they can 
be independent of each other 

 Creating user profiles 
 Building representative corner cases 
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Abstract 

A generic approach for compliance assessment of 
interoperability artifacts to any applicable industry standard 
is elaborated and discussed. The paper also introduces an 
interoperability meaning diagram and extends semantic 
compliance definitions and rules proposed in [1]. 
Compliance to an industry standard such as IEC CIM can be 
achieved for information models and end-points’ model and 
design at different levels. Several definitions and 
compliance rules are proposed to assess compliance level 
for End-Points (e.g. Message Payloads / Interfaces, Staging 
tables, Web Services), Common Semantic Models (AKA 
Enterprise Semantic Models), relative to various industry 
standards.  

1. INTRODUCTION 

Latest trends in utility industry and enterprise modeling 
require multi-layered modeling methodology designed to 
leverage all applicable industry standards and various other 
informational inputs.  

Interoperability between systems is much easier to achieve 
if end-points, various logical domain models of all 
integrated components are semantically “connected” and 
compliant with standards such as IEC CIM. The paper also 
recommends an approach where Common Semantic Model 
is leveraged. The approach is briefly described to provide a 
context for the proposed compliance framework and rules. 

A generic compliance rules are proposed to assess 
interoperability artifacts to applicable industry standards. An 
industry standard in this context could be a strongly-typed 
interface (e.g. represented as WSDL or XSD) or a logical 
model such as IEC CIM.  

Formal definitions (mathematical formulations) of common 
semantic model (CSM) that leverages multiple reference 
models such as IEC CIM, strongly-typed end-points, 
reference models and business entity are presented as a 

prelude to explicit compliance framework and rules for each 
applicable standard. 

2. INTEROPERABILITY MEANING DIAGRAM 

Figure 1 presents an attempt to depict Interoperability 
meaning diagram and define dynamics / relationships 
between various modeling notions around adoption of 
industry standards. The interoperability elementary notions 
that we will use to describe Interoperability and role of 
CSM are: “Common Semantic Model”, “Reference Model”, 
“Industry Standard”, “Business Entity”, “Interoperability 
Artifact”, “Concrete Component” and “Data Set”. 
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Figure 2: Interoperability Meaning Diagram 

The key relationships between the notions in the 
interoperability meaning diagram are described here: 

 Reference is a relationship between a Common 
Semantic Model and a Reference Model: a CSM refers 
to a RM. Example: the CSM of Utility “A” references 
IEC CIM. 

 Use is a relationship between a Data Set and a 
Reference Model: a Reference Model uses a Data Set as 
a reference model. Example:  A network model data set 
based on IEC 61970-501 is used as a reference model. 
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 Conversion is a relationship between a Common 
Semantic Model and the same Model described using 
different syntax (CSM with * in Figure 2). Example: 
CSM using UML CIM syntax is converted to Common 
Information Model described using UML 
Superstructure. 

 Profile is a relationship between a Common Semantic 
Model and Business Entity. Example: CSM profiles / 
models (defines as its subset) a staging table model. 

 Compliance/ Conformity is a relationship between an 
Industry Standard and CSM and/or Business/Entity 
and/or reference model and/or Interoperability Artifact. 
Example: a CSM comply to IEC CIM. 

 Definition is a relationship between a Business Entity 
and an Interoperability Artifact. Example: a message 
model in UML defines message payload XSD.  

 Process is a relationship between a Data Set and 
Concrete Component. Example: an implemented Web 
Service processes network model data set. 

 Implementation is a relationship between an 
Interoperability Artifact or Industry Standard and 
Concrete Component. A Java program is an 
implementation of Web Service (WSDL / 
Interoperability Artifact). Another example: Staging 
tables in database are implemented using DDL 
(interoperability artifact) 

 

The interoperability meaning diagram is described to 
illustrate how the proposed compliance definitions and rules 
framework could be used. 

2.1. Role of Common Semantic Model 

The common semantic model (CSM) is envisioned as a 
centrally managed semantic intermediary [3] where all data 
elements from specific business domains (ideally all) in an 
organization or solution supplier suite, are semantically 
“connected”. The proposed CSM approach is designed to 
generate or map the data model and subsequent 
implementation artifacts and meet the requirements for 
semantic consistency across all systems and data stores 
(Figure 2). 

The objective is to develop a CSM by leveraging reference 
models such as: 

 Applicable industry standards (e.g. IEC CIM) 

 Applicable existing or new standard and de facto 
standard strongly typed interfaces / wire representations 
(e.g. MultiSpeak) 

 Existing data repositories and corresponding logical 
models 

 Existing end points’ logical models 

Building of Common semantic Model (CSM) is 
accomplished through a data modeling process where all 
semantic ambiguities are resolved. The CSM, as common 
vocabulary and model, can be used as a foundation for both 
data model and interoperability artifact generation. 
Examples are: 

 To provide basis for endpoints’ design such as Web 
Services, message payloads, staging areas and other  
applicable interfaces between functions, systems, and 
service providers  

 To standardize data exchange design and convert data 
from a source to a target data store using CSM as a 
logical intermediary 

 To provide platform-independent logical model for data 
stores such as operational data store, data mart and 
integration staging area  

 To serve as logical model for all integration patterns 

 To include already standardized end-points or models 
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Figure 2: Role of Common Semantic Model 

Flow #1 (IEC CIM -> CSM) in Figure 2, describes a process 
of taking / borrowing applicable data elements and 
underlying concepts from IEC CIM to CSM. As illustrated, 
CSM may leverage several reference models. CSM itself 
may adopt IEC CIM syntax or use other syntaxes, as 
desired. Flow #2 (CSM -> CSM’) indicates model-to-model 
transformation / conversion. Assuming that models are 
semantically identical (compliant to each other), it is 
possible to use either one to generate business entities (flow 
#3) and interoperability artifacts (flow #4) while 
maintaining an equal level of semantic compliance. This 
even allows creation of a “flat” version of CSM that is more 
convenient for resolution of semantic ambiguities as well as 
construction of business entities. The underlying concept 
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promotes a chameleon like semantic model that can change 
syntax without affecting semantic core. 

“CSM provides a necessary decoupling from underlying 
standards and allows more convenient standard adoption”. 

3. FORMAL DEFINITIONS 

3.1. CSM Definition 
The CSM is seen as a conceptual information model 
consisting of entities, attributes (class fields), data types) 
and relationships.  The CSM can be formally defined as 
follows: 

Definition 1 – CSM Definition  

A CSM is a 4-tuple: S = (E, A, P, D), where: 

 E is set of Entities in CSM:  

E = {ei |1   i   n, ei   E } 

 A is set of Attributes in CSM:  

A = {aj |1   j   m, aj   A } 

 D is set of Data Types in CSM 

D = {dk |1   k  o, dk   D } 

 R is set of Relationships in CSM 

R = {rl |1   l   q, rl   R } 

 S – common semantic model 

 n – number of entities in CSM 

 m – number of attributes in CSM 

 o – number of properties in CSM 

 q – number of relationships in CSM 

3.2. Reference Model Definition 

A Reference Model (RM) is also a model that can be 
described in terms of entities, attributes (class fields), data 
types and relationships.  Note that RM can be a model such 
as an industry standard logical model, database logical 
model, message payload model (e.g. XSD), Web Service 
model (WSDL) or simple business vocabulary. The RM can 
be formally defined as follows: 

Definition 2 – Reference Model Definition  

A Reference Model is a 4-tuple: RM = (Erm, Arm, Prm, Drm), 
where: 

 Erm is set of Entities in RM:  

Erm = {ei |1   i   nrm, ei   Erm } 

 Arm is set of Attributes in RM:  

Arm = {aj |1   j   mrm, aj   Arm } 

 Drm is set of Data Types in RM 

Drm = {dk |1   k  orm, dk   Drm } 

 Rrm is set of Relationships in CSM 

Rrm = {rl |1   l   qrm, rl   Rrm } 

 RM – reference model such as IEC CIM, DB logical 
model, Web Service logical model 

 nrm – number of entities in RM 

 mrm – number of attributes in RM 

 orm – number of data types in RM 

 qrm – number of relationships in RM 

3.3. CSM Business Entity Definition 

CSM Business Entity is a subset of CSM (sometimes 
referred as contextual profile) created to model an 
interoperability design artifact. The BE consists of only 
entities, attributes, properties and relationships necessary to 
model required business information.  

Definition 3 – CSM Business Entity Definition 

CSM business entity is defined formally as: 

A CSM business entity is a 4-tuple: Cbe = (Ebe, Abe, Dbe, Rbe), 
where: 

 Ebe is set of Entities in CSM Business Entity: 

{ei |1   i   nbe, ei   Ebe } 

 Abe is set of Attributes in CSM Business Entity:  

Abe = {aj |1   j   mbe, aj   A } 

 Dbe is set of attribute data types in CSM Business 
Entity:  

Dbe = {pk |1   k  obe, dk   D } 

 Rbe is set of Relationships in CSM Business Entity: 

 Rbe = {rl |1   l   qbe, rl   Rbe } 

 nbe – number of entities in CSM Business Entity {nbe<n} 

 mbe – number of attributes in CSM Business Entity {mbe 
< m } 

 obe – number of data types in CSM Business Entity {obe 
<o} 

 qbe – number of relationships in CSM Business Entity { 
qbe < q } 

Business entities represent models such as: 

 Data Base schema design  
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 XML Schema for message and interface definitions  

 WSDL for definition of Web services 

 RDF Schema for definition of network model exchange 

 XAML, for definition of user interfaces  

 UML classes for the construction of software 
components using C++, C# and Java languages 

 BPEL or XLANG process orchestrations  

 XSLT for XML transformations such as ETLs 

3.4. Extended CSM Definition 

Extended CSM is either CSM business entity or CSM with 
additional entities, attributes, data types and relationships 
necessary to achieve required business objectives. Extended 
CSM is defined formally as: 

Definition 4 – Extended CSM Definition 

An Extended CSM is a 4-tuple: Sex = (Eex, Aex, Dex, Rex), 
where: 

 Eex is set of Entities in  extended CSM:  

Eex = {ei |1   i   nex, ei   Eex , E Eex } 

 Aex is set of Attributes in extended CSM: 

 Aex = {aj |1   j   mex, aj Aex , A Aex } 

 Dex is set of Data Types in extended CSM: 

Dex = {dk |1   k  oex, dk   Dex , D Dex } 

 Rex is set of Relationships in extended CSM: 

Rex = {rl |1   l   qex, rl   Rex , R Rex } 

 nex – number of entities in extended CSM {  nex > n  } 

 mex – number of attributes in extended CSM { mex > m } 

 oex – number of data types in extended CSM { oex > o  } 

 qex – number of relationships in extended CSM {qex >q} 

3.5. Mapping / Transformation Definition 
Transformation is defined as an operation / action required 
for mapping elements between models under consideration 
(e.g. RM to CSM, CSM to CIM). 

Definition 5 –Mapping / Transformation Definition  

A simple mapping or transformation is defined as 3 - tuple: 

T = (M1, O, M2)  

where 

 T is set of mappings / transformations 

{ti |1   i   nt t   T } 

 M1  is set of  Model 1 elements  

 M2 is set of Model 2 elements 

 O – set of operations (simple transformation / function 
or direct mapping) that maps elements of set M1  to 
elements of set M2    

O: M1  -> M2  where 

{ mj = oi (ck) } 

{m1j |1   j   a1m, m1j   M1 } 

{m2j |1   j   a2m, m2j   M2,  } 

{oi |1   i   nm, oi   O,  am  <  ac } 

 a1m – number of attributes in M1 

 a2m – number of attributes in M2 

 o – number of operations that transform / map 
model data elements to say M2 

3.6. Compliance Indicator 
An industry compliance indicator for a model (e.g. CSM) is 
defined as percentage of model data elements mapped to an 
industry standard such as IEC CIM. 

Definition 6 – Compliance Indicator for Model, Data Set, 
Business Entity or Interoperability Artifacts (IA) 

A compliance indicator is defined as 

t% = at / am * 100 

where 

 t% - percentage of elements mapped to an industry 
standard such as IEC CIM  

 at – total number of data elements mapped to industry 
standard such as IEC CIM 

 am – number of applicable attributes in model, BE or IA 

Definition 7 –Composite compliance indicator  

Composite compliance indicator is designed to evaluate 
compliance of a model or interoperability artifact to 
multiple industry standards. It is defined as average of 
individual compliance indicators where, each indicator is 
calculated individually (Definition 7).  

A composite compliance indicator is defined as 

t% =( t1 + t2 +…+ tn ) / n 

where 

 t%- average value of n individual compliance indicators 

 t1 – compliance indicator for model or interoperability 
artifact relative to industry standard “1” 
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 t2 – compliance indicator for model or interoperability 
artifact relative to industry standard “2” 

 tn – compliance indicator for model or interoperability 
artifact relative to industry standard “n” 

Definition 8 – Full Compliance Indicator for Model, 
Business Entity or Interoperability Artifacts (IA) 

A full compliance indicator is defined as  

t% = at / am * 100 = 100% 

Interpretation: If compliance indicator as defined in 
Definition 6 is 100%, model, business entity or 
interoperability artifact is fully compliant to a reference 
standard. 

Definition 9 – Reference Indicator for a Model 

Reference indicator is conceptually very similar to 
compliance indicator. It is used to indicated or measure how 
many data elements from a reference model are adopted. 

A reference indicator is defined as 

tr% = at / am * 100 

where 

 tr% - percentage of data elements adopted from 
reference model 

 at – total number of data elements in reference model 

 am – number of adopted data elements / attributes  

4. COMPLIANCE DEFINITIONS AND RULES 

FRAMEWORK  

This section extends rules proposed in [1] and focuses on 
semantic compliance. The compliance definitions and rules 
framework is presented in Figure 3. All compliance 
relationships from Figure 3 are subject to compliance 
assessment. 

4.1. Semantic Compliance 

The following semantic compliance rule is proposed to 
assess compliance level of an information model (RM, 
CSM, BE or IE) relative to an industry standard:  

Compliance Rule 1 - A necessary condition for semantic 
compliance is the ability to map directly or using a simple 
translation, data elements of an information model (e.g. 
RM, CSM or BE) to the respective attributes of an industry 
standard. 

Rule – Supposing Definition 5 and according to Definition 
6, Compliance Levels are 

If 10 < t% < 20 then CL = 1  

Else if 20 < t% < 30 then CL = 2 

Else if 30 < t% < 40then CL = 3 

Else if 40< t% < 50 then CL = 4 

Else if 50< t% < 60 then CL = 5 

Else if 60< t% < 70 then CL = 6 

Else if 70< t% < 80 then CL = 7 

Else if 80< t% < 90 then CL = 8 

Else if 90< t% < 99 then CL = 9 

Else if t% = 100% then CL = 10 

where 

 CL –Compliance Level 
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Figure 3: Compliance Definitions and Rules Framework 

As proposed in [1], the Rule1 can be used to assess semantic 
compliance level. Per rule, a semantic compliance can be 
achieved at several levels depending on percentage of data 
elements mapped to the industry standard  (e.g. Level 1 - 5-
10%, Level 2 -10-20%, Level 3 20-30%, Level 4 40-50%, 
Level 5 - 50-60%, Level 6 60-70%, Level 7 70-80%, Level 
8 80-90%, Level 9 90-99% and Level 10 - 100%). Using the 
Compliance Rule 1, the information model M should be 
considered as Compliant at some level to an industry 
standard such as IEC CIM if sufficient number (e.g. for 
Level 4 between 40 and 50%) of data elements has 
corresponding industry standard data elements. This would 
measure clearly how many data elements in the model under 
consideration have the same logical concepts as those in the 
industry standard. Note that a model can be compliant to 
multiple industry standards at different level of compliance. 

4.2. Reference Model Adoption Assessment 

This section defines conformance rule for reference models. 
It indicated level of conformance of a reference model from 
CSM perspective. 
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Reference Rule 2 - A necessary condition for semantic 
adoption of a reference model is the existence of mapping 
schema or translation function that maps data elements of 
the reference model to the respective attributes of a common 
semantic model.  

Rule – Supposing Definition 5 and according to Definition 
9, Adoption Levels are 

If 10 < tm% < 20 then AL = 1  

Else if 20 < tm% < 30 then AL = 2 

Else if 30 < tm% < 40then AL = 3 

Else if 40< tm% < 50 then AL = 4 

Else if 50< tm% < 60 then AL = 5 

Else if 60< tm% < 70 then AL = 6 

Else if 70< tm% < 80 then AL = 7 

Else if 80< tm% < 90 then AL = 8 

Else if 90< tm%< 99 then AL = 9 

Else if tm% = 100% then AL = 10 

where 

 AL –Adoption Level 

This ensures that the information adopted from a reference 
model has the same meaning in the CSM.  

5. COMPLIANCE ASSESSMENT PERSPECTIVE 

Industry Standards enable interoperability not only through 
messages and interfaces but even more so, through semantic 
compliance of reference models, common semantic models, 
data sets, interoperability artifacts, Business Entities. As 
illustrated in Figure 3, compliance rules can be used to 
assess semantic compliance level to industry standards of 
the following interoperability entities: 
 Reference Model  

 Common Semantic Model 

 Business Entity (profile) 

 Interoperability Artifact 

 Data Set 

Per [1], note that Interoperability Artifact and Concrete 
Component can be elements of Extract Transform Load 
(ETL), Enterprise Service Bus (ESB), Enterprise 
Information Integration (EII), Data Management, Process 
Management, Business Intelligence and Modeling 
Solutions. Process and data exchange analysis is typically a 
first phase of integration projects. Defining a precise 
semantic model is recommended as prerequisite for all 
integration implementations and ability to measure 

compliance to standard can be used to evaluate components’ 
integration readiness and shorten implementation 
“distance”. 

6. CONCLUSION 

A generic approach for semantic compliance Semantic 
Assessment is proposed along with an interoperability 
meaning diagram. The meaning diagram is designed to 
minimize ambiguities surrounding use of industry standards 
and their semantic compliance. A formal set of definitions 
are presented to provide foundation for clear description of 
compliance rules. The proposed rules can be used to assess 
components’ integration readiness and simplify integration 
implementation complexity. Solution providers are strongly 
encouraged to evaluate integration readiness of their 
products relative to applicable industry standards and use 
that as a competitive advantage especially for components 
that would interact with other systems and applications. The 
proposed rules should encourage non-product suppliers to 
develop services and tools for industry standards’ semantic                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                
compliance level certifications. 
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Abstract 

WPPI Energy (formerly Wisconsin Public Power Inc.) is a 
Joint Action Agency serving 51 customer-owned electric 
utilities in three Midwestern states with annual revenues 
close to $1/2 billion. WPPI Energy leverages collective 
buying power for energy purchases and has increasingly 
started to use its central organizational role for joint actions 
that obtain synergies and offset costs on behalf of its 
members. Recently, WPPI Energy established a task-force 
to examine what impacts developments in smart grid 
technologies and strategies should have on its operations, as 
well as on its members. WPPI Energy is in the process of 
developing a cross-organizational smart grid strategy and 
roadmap, including impact on its flexible rate plans, billing, 
customer information systems (CIS), automated metering 
infrastructure (AMI), and the role that distribution 
automation (DA) should play, as well as business case 
considerations for investments in these areas. Due to WPPI 
Energy’s regional nature, interoperability and information 
security are very important considerations at a number of 
levels within the future smart grid strategy. 

This paper reviews some activities undertaken to develop 
the roadmap, including assessment of the current situation, 
looking at best practices for similar organizations, assessing 
potential technology areas, identifying areas of most 
potential investment value, and developing a roadmap to 
guide the path forward. 

1. INTRODUCTION 
The issues facing today’s utility companies are formidable. 
After operating virtually unchanged since their formation, 
utilities today need to assimilate new technologies, billing 
methods, and operational functions in order to meet the 
existing and expected needs of the industry. At the center of 
this revolution is the smart grid. While many specific 
manifestations of the smart grid are yet to be realized, most 
everyone agrees in its goals. Those goals are to create a 
more efficient and operationally robust power distribution 
system that provides new, better, and more timely 
information to both utility personnel and end customers. 

Many large utilities are working to develop and implement a 
smart grid infrastructure. However, the needs are not limited 
to large utilities. In order to achieve the ambitious goals of 
the national smart grid[1] the capabilities need to be 
ubiquitous. This presents a potential problem for smaller 
utilities where economies of scale are less favorable to 
technology implementation and investment. WPPI Energy is 
a regional utility company structured as a Joint Action 
Agency (JAA) based in Sun Prairie, WI. It includes as 
members 50 small municipals and one cooperative 
distribution utility, referred to below as distribution utilities. 
As such, WPPI Energy represents a microcosm of the needs 
and issues of smart grid implementation for municipals 
across the U.S. Implementation of systems across 52 
different organizations (51 members and the WPPI Energy 
organization itself) makes standards and interoperability not 
only desirable, but absolutely critical for success. 
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Many utilities list interoperability as a desired goal. For 
WPPI Energy and it member utilities, interoperability is 
absolutely essential. Without some level of interoperability 
and interface standardization, the necessary integrations 
between member utility AMI, CIS, OMS, and other systems 
into WPPI Energy’s centralized meter data management and 
demand response systems will represent an unmanageable, 
if not totally insurmountable, integration task. As shown in 
Figure 1-1 below, without some form of interoperability 
strategy, the potential number of individual systems 
integrations could quickly become unmanageable.  

 

 

 

 

 

 

 

 

 

Figure 1-1: Potential Integration Points Between Member Distribution Utility Systems and WPPI Energy 

 

Earlier this year, WPPI Energy began a study to develop a 
smart grid roadmap. The roadmap needed to take into 
consideration the needs of individual organizations and 
WPPI Energy as a whole. While the needs of the individual 
distribution utilities were similar to those of individual 
utilities across the country, the expected needs of WPPI 
Energy were: 

• To enable more flexible and dynamic rate 
programs; 

• To create better peak load shifting and shaving 
capabilities; and 

• To capture, analyze, and utilize the impending new 
data that will be available via individual 
distribution utility technology implementations. 

WPPI Energy began their study by forming a smart grid 
task-force with representatives from nine of their member 
utilities. The selection criteria for this group were based on 
the individual utility interest as well as willingness and 
ability to participate.  The task-force comprised of a cross 
section of the membership, with geographic dispersion and 
both large and small utilities represented. After the 
committee was formed, WPPI Energy commissioned a 
survey of their membership in order to establish the “as-is” 
state of their systems, as well as identify the perceived 
barriers to technology implementation. 

The initially expected foundation of the system was to have 
individual member utility level AMI systems that would 
report their data to a WPPI Energy level Meter Data 
Management System (MDMS). This MDMS would have a 
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multi-organizational approach that would allow individual 
utilities to take advantage of MDM features while allowing 
WPPI Energy to view usage data in the aggregate for 
analysis and decision-making purposes. At the core of this 
foundation was the requirement that these systems provide 
interoperability. 

2. ASSESS CURRENT SITUATION 
The survey was one of the tools used to collect a broad 
range of information from the membership, including 
current technology status, as well as interest in specific 
technology areas. Other information sources were also 
useful, including specific information collected on the status 
of AMR/AMI deployment, and EIA data on energy usage 
and meter counts by customer class for members. Locational 
marginal pricing (LMPs) and aggregated load data across 
WPPI Energy was also collected. A few useful examples of 
the survey results and other data are shown below. 

2.1. Communications Technologies 
The members were asked to identify all communications 
and monitoring technology types used to collect or control 
data for the various applications. The survey allowed 
members to choose more than one type for an application, 
e.g., members used wireless radio and fiber optics to read 
large power meters.  

Table 2-1. Communication Technologies in Use by 
Members 

 
As was evidedent by the member responses, most of the 
members had some form of substation communication, but 
only half of the membership used any type of remote 
communciation technology to customer meters, including 
larger commercial meters and residential meters. 

2.2. Current Services 
The members were also surveyed on the services they 
currently offered. The services were sorted by the most 
common to the least common for all members, as shown in 
Table 2-2.  

Table 2-2. Services Currently Offered by Members 

 
As shown in the table, most members had some form of 
time-of-use (TOU) rate plan in place for commercial and 
industrial customers, but a lower percentage were using 
variable pricing for residential customers. Given that two-
way communication to meters was not deployed broadly, 
the use of services that leverage capability such as remote 
disconnect was currently very limited.  

2.3. Current AMR/AMI Infrastructure Assessment 
As part of the initial assessment, the current state of AMI 
and AMR deployments among the membership was also 
assessed, and is shown in Table 2-3, where the member 
names have been changed to “utility #n,” rather than list the 
actual member names.  
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Table 2-3. Current Member AMI/AMR Deployments 

 
Given that there was high interest on the part of WPPI 
Energy and many of its members to examine new, variable 
pricing strategies, some ability to consistently meter and 
monitor the impacts of such programs will be important. 
One of the key potential benefits to be examined in the 
business assessment for WPPI Energy is that of system-
wide demand response. Thus, some future consistency in 
metering infrastructure will be important. 

3. IDENTIFY AREAS OF MOST POTENTIAL 
VALUE 

Various smart grid investment areas were examined for 
potential benefits to WPPI Energy and its membership. Part 
of establishing the value to WPPI Energy members was the 
notion that the “smart grid” is not a single technology or 
approach. Rather, it is a combination of technologies and 
potential approaches that, taken together, make the current 
grid “Smart” and enable a number of benefits. As such, a 
number of potential smart grid technologies were examined, 
and those most promising for near term implementation 
benefits were examined in more detail.  

Broadly, this list included: 

• Advanced Metering Infrastructure:  
o Generally considered to be a 

“foundational” technology for the smart 
grid, as it enables much of the usage (and 
other) data collection upon which other 

smart grid functions are built (however, 
some argue that AMI does not need to be 
foundational). 

o Provides for connection of premise 
informational, monitoring, and control 
technology upon which demand response 
and advanced load control functions can 
be built. 

• Distribution Automation. 
• Advanced Transmission Systems (e.g., PMUs, 

FACTS—AC Transmission—devices, Fault 
Current Limiting). 

• Utility Operational Information Technology 
Systems (e.g., energy management systems, data 
management systems, or outage management 
systems). 

The technology systems above can be used to implement a 
very broad range of potentially beneficial functions, from 
collecting metering information to advanced concepts such 
as adaptive protection. Based on the situation assessment, 
members’ current direction, and the future capabilities 
thought to be the most suitable for joint action, metering 
infrastructure was selected as the most suitable initial focus. 

 

The business assessment for metering infrastructure 
examined the following two promising areas: 

• Demand Response (DR) and Energy Efficiency 
(EE) improvements; and 

• Operational Efficiency gains. 
 
These items received the focus for the near term roadmap 
and business case analysis. In addition, developing a 
technology roadmap that could minimize interoperability 
costs and maximize future flexibility was considered a 
critical pre-requisite for future efforts. 

3.1. Estimating Benefits: Example of DR Value for 
Alternate Technology Approaches 

The estimated value of demand response provides a good 
example of one of the areas examined for potential benefit 
important in the business case. 

To determine the potential demand response value of 
various technology options, information from other DR 
studies in Midwestern states was performed to estimate peak 
load reductions and energy savings from the alternatives. 
Various pricing schemes were evaluated (e.g., TOU alone, 
TOU with CPP, Critical Peak Rebate), as well as 
“technology assisted” demand response (e.g., HAN 
technology including an IHD or a PCT). Load curve impact 
results from two previous studies are shown below, one 
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using information only and the other using a PCT to help 
automate the demand response. 

 
Figure 3-1. Hottest Summer Days: Information Only Group 
[2] 

 
Figure 3-2. Hottest Summer Days: Technology Enhanced 
Group [2] 

The results of these studies were used with the aggregated 
load data from WPPI Energy, as well as locational marginal 
pricing from the four Midwest ISO nodes in which WPPI 
Energy participates to estimate a per customer (by major 
customer type: residential, commercial, industrial) value 
from DR on these various alternative investments. An initial 
assessment of system-wide potential for cost savings 
indicated that substantial annual savings could be obtained 
based on reduced fuel purchases and deferred capacity costs. 
To obtain these savings, however, implementation of AMI 
infrastructure, MDMS, and variable pricing structure would 
have to be done across a significant portion of the 
membership. 

3.2. Estimating Operational Efficiencies 
Several AMI business cases that have been made public [3] 
estimate that expected operational efficiencies contribute the 
largest proportion of benefits in their cost-benefit case (e.g., 
79% for PG&E, 72% for ConEd). Although these large 

AMI deployments may vary substantially from that which 
most WPPI Energy members could expect, they are 
indicators that operational efficiencies are likely to play a 
key role in any WPPI Energy business case for AMI. As 
such, a sample of member distribution utilities were asked 
to estimate operational savings that would accrue from an 
AMI investment. Since several members had already made 
business cases for AMR investment (see Table 2-3), the 
approach taken was to examine the incremental costs and 
benefits that AMI would bring beyond AMR, which was 
already largely understood. In this way, the business 
examination was simplified and the amount of work 
required by member utilities was minimized. 

4. DEVELOP TECHNOLOGY ROADMAP 
Technology areas that were determined to have the most 
promise for near term investment by WPPI Energy and its 
members are discussed below.  

4.1. Advanced Metering Infrastructure 
The results of the survey showed that the utilities had a wide 
array of meter reading technologies but virtually no AMI 
capable systems (see Figure 2-3). The following meter 
reading capabilities were identified: 

• Most meter reading systems were handheld or 
drive-by based; 

• A few fixed network systems existed, but they 
were not AMI-grade systems; and 

• Only one utility was in the process of 
implementing an AMI capable system. 

The lack of AMI capable systems within the WPPI Energy 
membership created opportunities for synergistic member 
activities. WPPI Energy’s initial expectation was to play a 
minimal role in AMI technology selection. However, 
interoperability among multiple AMI technologies was seen 
as a suitable goal as more pragmatic issues emerged. This 
was due to the fact that many of the member utilities were 
very small with less than 2,000 customers. As such, these 
utilities had very limited staffs. This was especially true in 
the area of IT, where WPPI Energy had been able to help in 
some cases (e.g., approximately 30 of the member utilities 
had their CIS hosted by WPPI Energy). Therefore, the 
introduction of additional IT infrastructure to these utilities 
was challenging. 

The potential solution was for WPPI Energy to host the 
AMI head end system in much the same way as it was 
providing CIS support. However, the CIS hosting was done 
through one system. Trying to provide this service to 
multiple utilities with multiple technologies would be 
challenging for WPPI Energy as well, as its IT resources are 
limited. 
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The end result of this analysis was that WPPI Energy would 
likely facilitate the qualification of two or three preferred 
AMI vendors. This would create the following advantages: 

• AMI technology choices would be more fully 
qualified; 

• WPPI Energy would be able to focus on specific 
systems for hosting purposes; 

• Member utilities would likely achieve better 
pricing due to larger economies of scale across 
multiple utilities; 

• Better efficiencies for common and centralized 
inventories would be created; and 

• Interoperability between member utilities would be 
more readily achieved. 

4.2. Meter Data Management 
Meter Data Management was a relatively new concept to 
WPPI Energy and its member utilities, since none of them 
had readily experienced the large influx of data that an AMI 
system can create. However, the needs and advantages were 
readily embraced as the system features and capabilities 
were reviewed.  

The approach for the MDM system was to implement a 
multi-organization instance that would allow individual 
utilities to take advantage of the system while allowing 
WPPI Energy to view a subset of the collected data from all 
of the organizations. This type of implementation was in 
service at other organizations (e.g., Independent Electricity 
System Operator—IESO, in Ontario) where there was a 
centrally mandated system that was required for interval 
data VEE processing. The advantages to this approach were 
believed to be:  

• More cost effective for individual utilities. 
• No additional IT overhead for individual utilities. 
• Create centralized repository for: 

o Rate program design; 
o Demand Response measurement and 

verification; and 
o Overall load analysis. 

Utilizing a centralized MDM solution represented a required 
integration with up to eventually 51 individual AMI/AMR 
systems along with any legacy MV90 implementations. If 
the individual utilities were free to choose their individual 
meter reading technologies, interoperability of these 
numerous integrations was once again essential. Only in this 
way was WPPI Energy able to get past the business of 
integration and on to the business of pricing programs and 
load analysis. 

4.3. CIS Integration 
As mentioned earlier, approximately 30 of the member 
utilities had their CIS hosted by WPPI Energy. This was a 
single CIS with a multi-organization implementation very 
similar to the expected MDM implementation. However, 
there were ten other individual CIS vendors among the 
remaining member utilities. Obviously, this was another 
degree of dimensionality not found in single utility systems. 
Likewise, these systems are of various vintages and the 
likelihood of standards adoption to create interoperability 
was unlikely. 

For these reasons, an initial review of the existing CIS was 
recommended prior to more advanced technology 
implementation. The goals of this review were to: 

• Reduce the number of CIS vendors so as to reduce 
the number of integrations; 

• Eliminate vendors not capable of standards 
implementation; and 

• Further reduce amount and breadth of IT expertise 
required. 

4.4. Distribution Automation 
Because of the individual and relatively small and isolated 
territories of the member utilities, the current expectation 
was that the opportunities for DA for many of these utilities 
were limited. In addition, it would be difficult in most cases 
for WPPI Energy to bring benefits to DA efforts through 
any type of joint action.  Thus, although investigation and 
subsequent distribution automation recommendations were 
still under consideration, they had been given lower priority 
in the overall near-term roadmap effort. 

4.5. Roadmap 
As WPPI Energy and its members move forward with their 
smart grid efforts, the roadmap and priorities that had been 
developed will provide guidance and a coordinating 
influence on decision making. As each member organization 
examines technology decisions, the guidelines provided as 
part of the roadmap will offer choices that will help ensure 
that central coordination and efficiencies become possible. 
At the same time, member utilities will still have the 
flexibility to make their own, independent business 
decisions. 

4.5.1. Near Term 
In the immediate future, the number of integration points 
can be minimized by following the structure and guidelines 
presented in Figure 4-1 below. 
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  Figure 4-1: Near Term Interoperability Guidance 

 

In addition, the smart grid roadmap consists of three specific 
activities: 

• Review, evaluation, and consolidation of the 
number of individual CIS across the member 
utilities. This is believed to be an excellent and 
important opportunity that should be initiated 
immediately to minimize the possible number of 
integrations required when other technology 
deployment begins 

• Evaluate and establish two to three preferred AMI 
technology vendors for deployment across the 
member utilities in order to establish not only 
common functionality but to help realize 
economies of scale and reduce implementation 
overhead. 

• Evaluate and implement a centralized MDMS that 
can not only support the individual needs of the 
member utilities, but also enable more advanced 
rate programs, load analysis, and demand response. 

4.5.2. Longer-Term Integrated Technology Vision 
The following high-level technology integration “vision” is 
currently under consideration by WPPI Energy for the 
longer term.  
 

 
Figure 4-2. Integrated Technology Vision 

As WPPI Energy and its member utilities move forward, it 
is likely that there will be additional synergies and 
cooperative opportunities that will enable each member 
utility to function independently while allowing WPPI 
Energy to operate as a virtual utility in those areas where it 
is most necessary. One of the reasons that this scenario is 
highly viable is that WPPI Energy and their member utilities 
have an extremely good and collaborative working 
relationship, which will be valuable for the future success of 
their joint, smart grid Roadmap. 
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Abstract 

NSTAR has developed plans to enhance the grid monitoring 
instrumentation on one of its secondary area network grids in 
downtown Boston, MA. This enhanced monitoring will 
improve visibility into the operation of the grid and allow the 
integration of distributed resources to be safely tested. Using 
state-of-the-art sensor equipment along with a novel, low-
cost approach to monitoring conductor current and 
temperature, NSTAR will greatly improve its understanding 
of grid status and behavior and allow for proactive 
maintenance that will improve safety and increase reliability. 
The grid visibility gained from this effort also offers the 
promise of increased capability for integration of solar 
photovoltaics (PV), plug-in hybrids, and battery storage, 
which has not previously been possible on this type of grid 
except in a few specifically chosen locations. The results and 
knowledge gained from this project will be broadly 
applicable to secondary area network grids in urban areas 
across the United States, including New York City, 
Philadelphia, Chicago, and Los Angeles, among others. 

1. INTRODUCTION 
Integration of distributed resources such as solar photovoltaic 
(PV) installations or electric vehicle integration and 
storage—the very resources that are critical to the Smart Grid 
vision [1][2]—can be problematic in urban areas where 
existing secondary area networks are designed for only one-
way power flow. Due to the nature of these networks, 
generation input other than input from a utility source can 
render the existing protective schemes inadequate and can be 
unsafe for the grid. These secondary area network grids are a 
feature of many major metropolitan areas in the United 

States, including Boston, Chicago, New York City, 
Philadelphia, and Los Angeles.  

These grids are highly reliable (99.9% on average), designed 
with multiple primary feeders through network transformers 
and into to a secondary grid that supplies customer load. 
These secondary area network grids are necessary to keep 
reliable energy flowing to densely populated areas, which 
typically include high concentrations of commercial and 
residential customers.  

However, secondary area network grids were designed for 
power to flow in only one direction, from the utility 
substations to the customer premises. Reverse power flow 
from any generation input other than the utility source can 
render the existing protective scheme inadequate and unsafe 
to the grid. Consequently, integration of distributed 
resources such as solar-PV installations or electric vehicle 
integration and storage—the very resources that are critical 
to the Smart Grid vision—can be problematic in these urban 
areas. Experimenting even on a small scale with integrating 
these resources without appropriate monitoring and controls 
could destabilize the local grid and create outages and 
reliability problems for local customers.  

Integrating distributed resources into secondary area network 
grids and maintaining the grid’s high reliability requires that 
the elements in the grid are continuously monitored to ensure 
proper functioning. To safely experiment with distributed 
resource integration, it is necessary to have much greater 
near real-time data on the conditions of the grid in and 
around the area where distributed resources are being 
integrated. However, it is difficult to actively monitor the 
elements, as they are primarily underground and often 
without good communications pathways for sensors and 
monitors. Retrofitting with radio communications is often 
challenging, since an underground manhole environment is 
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typically quite hostile to radio communications. 
Additionally, it is expensive and time consuming for 
personnel to inspect such facilities frequently. Consequently, 
there is often limited visibility into the operational status of 
these assets and information can be outdated for large 
portions of these grids.  

An IEEE working group has been examining this problem in 
the context of the IEEE 1547 standard for several years, but 
there is still no agreed upon solution [3]. The IEEE 1547 
working group is composed of representatives of a wide 
range of concerned interest groups, including generator 
manufacturers, utilities, government agencies, and others. 
NSTAR has been an active participant and has proposed a 
new approach at the August 2009 IEEE meeting that should 
allow a greater level of resource integration. However, to do 
this safely, the monitoring and metering capabilities of this 
urban grid must be enhanced. 

The planned project will allow NSTAR to safely test 
distributed resource integration virtually anywhere on the 
urban grid that has these improved monitoring and metering 
capabilities. Although a small number of utilities have 
experimented with the integration of solar-PV into secondary 

area networks, the tests have been limited to individual sites 
specifically instrumented for the demonstration [4]. 
Generally, utilities have not attempted to allow distributed 
resource interconnections on the secondary area network 
without restricting the installations to very specific and 
narrow locations. The results and knowledge gained from the 
monitoring and testing approach discussed here should be 
broadly applicable to secondary area network grids in urban 
areas across the United States. 

2. PROJECT DESCRIPTION 
NSTAR operates 12 secondary area network grids in 
downtown Boston, with grid points covered by 
approximately 4,600 manholes across the metro area. The 
planned project will deploy additional sensors and 
monitoring instrumentation on one of these grids in Boston. 
The specific grid selected is shown in red on Figure 2-1 
below and will cover approximately 500 manholes with grid 
points in a layered instrumentation approach. NSTAR has 
selected this grid based on the suitable mix of commercial 
and residential customers, as well as the location of recent 
demand for PV-type solar installations.

 

 
Figure 2-1. Demonstration Location (grid shown in red) in Downtown Boston, MA
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2.1. Layered Functionality  
The architecture can best be understood in terms of layers of 
functionality, as illustrated in Figure 2-2. Starting with the 
lower layers first, various types of instrumentation will be 
deployed at grid points within manholes throughout the 
distribution network. Basic, relatively inexpensive, 
instruments will be deployed at “minor-nodes” in the grid, 
and more expensive instruments with near real-time 
monitoring will be deployed at “major-nodes,” as discussed 
below. Next, customer metering devices will be installed at 
customer-owned solar-PV installations to monitor specific 
customer interface points. Monitoring will also be deployed 
at distribution feeders via an enhanced substation SCADA 
network to monitor the supply side of the power flow onto 
the distribution grid.  

This additional instrumentation will provide enhanced 
information that will be made available to other analysis 
applications over the internal, secure network.  The data will 
be used to improve on-line engineering analysis, and it will 
provide unprecedented visibility and operational status 
awareness, as well as a much more accurate asset inventory. 

Finally, this improved distribution network instrumentation 
and monitoring will enable additional and new customer 
facing applications as shown in Figure 2-2. 

 

 
Figure 2-2. Layers of functionality provide the data 
collection, monitoring, and analysis required for distributed 
resource integration 
The layers shown by the vertical arrows at the left side of 
Figure 2-2 are described in detail in the subsections below, 
starting with the Distribution Network layers and moving to 
the Customer Applications layer. 

2.1.1. Distribution Network 
The distribution network instrumentation and data collection 
is described below. Heading letters correspond to the letter 
labels in Figure 2-2 above for easier reference. 

A. Underground (“manhole”) Instrumentation: Within 
the urban grid NSTAR selected for this project, 
approximately 500 grid-points inside manholes will be 

instrumented as a monitoring node. Each monitoring node 
will be classified as a major-node or a minor-node. Those 
nodes located in manholes closest to the network 
transformers (grid supply sources) and power exchanges 
(multiple connection points in the grid) have current limiters 
that serve high density loads and are considered “major” 
nodes. Those nodes serving the remainder of the load, which 
are in manholes located on the secondary lines between the 
customers and the major-nodes, are considered “minor” 
nodes. There are approximately 250 “major” nodes and 250 
“minor” nodes in the proposed grid. 

1. Minor-Nodes: The Minor-Node instrumentation will 
leverage a unique and low-cost approach to monitoring 
underground grid points, and this project will test the 
viability of this approach. NSTAR has worked to 
develop the approach and is committed to pursuing a 
path that leverages flexible, standards-based 
interconnectivity, should the approach prove successful.  

Minor-nodes will be instrumented to detect high and low 
current, voltage, and cable temperature threshold values 
on individual secondary-main cables within a grid point. 
These nodes will be equipped with an AMR/ERT type 
radio transmitter that allows drive-by collection of this 
information. The sensors will monitor current and 
temperature data continuously from the secondary cables 
in the manholes. The output from the sensors will be 
collected in a waterproof communication box located 
inside the manholes. When the current and/or 
temperature threshold is exceeded, the communication 
equipment in the box will transmit signals that will be 
received by drive-by trucks equipped with receivers. 
Based on the information collected by the receiver, 
additional actions will be undertaken to remedy the 
problem. Presently, there is no low-cost means to 
determine if or when underground secondary main 
cables on a particular grid are “broken” (open) or 
overloaded due to an “open limiter.” Since utilities 
cannot remotely monitor these secondary limiters, when 
enough of them incorrectly become “open,” the 
remaining secondary mains and their limiters start to 
become overloaded and can cause an increased risk of 
fire or wide area power outages, which necessitate 
shutting down the network grid to make repairs. The 
installation of the monitors near the limiter in the 
manhole will detect when the limiter is open or 
becoming overloaded, thereby improving the 
performance of the grid.  

2. Major-Nodes: will be instrumented with existing 
DigitalGrid, Inc. technology, which provides current 
sensing on a real-time basis [10]. These nodes are also 
equipped with power line carrier technology that allows 
near real-time monitoring at the operations center. Once 
installed, the instruments will be able to monitor the 
secondary mains current on a real-time basis and provide 
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information remotely on the status of the grid. Based on 
the information received, the system operators will be 
able to take appropriate actions to remedy any unusual 
event, thereby improving the performance level of the 
grid. 

B. kWh AMI Metering Deployment: kWh AMI 
capable meters will be deployed at all customer locations on 
the local grid where the solar-PV is located. These meters 
will allow monitoring of the net power consumption by 
customers. This information can be correlated and analyzed 
with the information from the enhanced instrumentation to 
begin to provide a highly accurate picture of that section of 
the grid. These meters will also provide critical information 
needed to monitor, control, and ensure the safety of solar-PV 
integrated resources that are linked to the grid.  

C. Feeder Data Metering using Enhanced Substation 
SCADA: Monitoring of the feeders that supply this grid will 
be enhanced to better understand the operating parameters as 
the energy leaves the substation onto the grid. The existing 
remote terminal units (RTU) in the substations will be 
upgraded to include programmable logic controllers (PLC) to 
store network feeder information, analyze data continuously, 
and take actions when necessary. The new monitoring 
method will gather phase voltage and phase currents on all 
three phases. This will help the system operator take 
corrective actions when required. Two substations will need 
to be outfitted with the advanced RTUs.  

D. Engineering Analysis Data: The information from 
the sensors, kWh AMI meters, and SCADA data will be sent 
to a repository, which is implemented on a collection server. 
The load parameters will be analyzed and appropriate actions 
taken to safely operate the secondary area network. This will 
improve overall understanding of the system dynamics and 
planning of the network grid. The accuracy of the 
engineering analysis and modeling will enable system 
reinforcement, when necessary, by adding secondary mains, 
which will improve the performance of the grid. In addition, 
some portion of this information will be forwarded to 
SCADA, including alarm points, and to the Plant Information 
(PI) system, which is an NSTAR client-server database 
system that provides information from field instrumentation 
to appropriate desktop computers throughout the 
organization. This will make it possible for multiple 
functional organizations, including Engineering, Planning, 
Dispatch, etc. to use this data for improving planning and 
operations. 

2.1.2. Customer Applications 
New customer applications may be made possible by the 
distribution network monitoring provided above. These 
applications will need to be tested on the grid to understand 
their real-time behavior and to ensure safe operation. NSTAR 
plans to test the first of these applications, solar-PV 
integration, on a limited scale. These tests will provide an 

understanding of the operational behavior as well as establish 
potential limits on density and size of these types of 
deployments. NSTAR plans to let customer demand drive the 
installation and specific location of these solar-PV units 
within the selected secondary area network grid. The 
numbers below corresponds to those number labels in the 
“customer applications” section in Figure 2-2. 

I. Solar-PV Integration: This application will enable 
interconnection of solar powered distributed generation on a 
secondary area network grid. IEEE 1547 supports the 
introduction of small PV and other inverter-based distributed 
resources into secondary area networks. The installation of 
the DG will require advanced area monitoring to provide the 
system with the required protection for the grid. This 
application will be deployed with several levels of safeguard, 
as described below. Extensive testing and characterization of 
each level will be performed before the next is attempted:  

• Safeguard 1: De minimus— For the secondary area 
network, there are potential sites for DG 
interconnection requiring only minimal evaluation 
when the rating of the DG is small in comparison to 
the minimum demand of the facility (e.g., the de 
minimus concept). One-fifteenth of minimum building 
equipment load is presumed to be safe (e.g., 
approximately 65kW based on 1MW minimum 
customer load). Equipment would be set to not allow 
reverse energy in excess of this amount. If the DG 
output is significantly less than the de minimus 
threshold, only limited considerations need be given to 
the interconnection study.  

• Safeguard 2: Installation of kWh AMI Meter on the 
customer premise to monitor and keep solar-PV load 
<1/15 of building load (daylight load). If the PV load 
exceeds this limit, the PV will be taken offline for 24 
hours, and the appropriate information will be sent to 
dispatch. 

• Safeguard 3: Installation of cable sensors on 
secondary cables inside manholes on local grid points 
(near the solar-PV) to monitor stability of the grid.  

The project described here will test the proposal recently 
submitted by NSTAR to IEEE 1547.6. The approach is 
only proposed for inverter based DG. This is because the 
fault current contribution of an inverter based unit is 
usually limited to 1.5 per unit current or less. The goal 
will be to safely explore the boundaries of the de 
minimus concept and consensus recommendations that 
are currently accepted. By characterizing the behavior 
and performance of this grid under varying conditions 
and DG behaviors, it is possible that a new set of 
acceptable limits may be determined for this type of 
urban renewable and DG integration. It is hoped that the 
information gained will lead to the ability to safely 
integrate PV and other DG in similar urban areas across 
the country. 
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II. Future Applications Enabled: Additional DG 
applications could be integrated in the future, leveraging the 
monitoring infrastructure put in place by this project and the 
knowledge gained from the above proposed PV application. 
For example, electric vehicle integration into the grid could 
be tested using the mechanisms discussed above.  

2.2. Topology and Interconnectivity 
A topological view of the planned architecture is shown in 
Figure 2-3 below. The lower right portion of this diagram 
depicts a portion of the grid (expanded from the map view in 
the lower left), that has been instrumented. The upper right 
portion shows a customer premise outfitted with PV that has 
been interconnected to the customer mains using appropriate 
metering and safety equipment to prevent excessive reverse 
power flow. The various dashed and dotted lines show the 
flow of data from the instrumentation and meter equipment 
back to the Collection Server within the Remote Data 
Collection Center at the upper left of the diagram. From the 

Data Collection Center, grid status elements can be 
monitored in near-real-time; additional information (non-
real-time) is also collected, aggregated, and analyzed to much 
more fully understand the behavior of the grid.  The 
communications architecture is constructed, to the extent 
possible, with standard interfaces to provide flexibility and 
component choice in the future [5][6][7]. 

 

 

 

 

 

 
 
 

 
Figure 2-3. Planned Topology 
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Communications mechanisms for each of the key elements 
in the architecture have been chosen to suit the needs of the 
specific element and do so at a cost that is acceptable for a 
deployment level project.  

• Major-Node Sensors send real-time analog 
information to a Collection Server using power-line 
carrier technology installed on the underground 
electrical system. The information is then transmitted 
via Modbus to NSTAR’s SCADA system for cyber 
security and firewall protection. The SCADA system 
will then transfer the information to PI, which is the 
information exchange interface that makes the 
information available to other departments (with 
proper access rights). Prior to this project, only data at 
the feeder and network protector level have been 
available to operators through PI.  

• Minor-Node Sensors communication is performed 
using an ERT radio signal that will be transmitted 
locally to a drive-by handheld device. Radio-
Frequency (RF) communication from Minor-Nodes is 
achieved via industry de facto standard 900MHz 
spread spectrum ERT signal to drive-by trucks that 
then transfer this information into the Collection 
Server. The ERT transmission and receiver 
technology, although not a de jure standard, is 
licensed under commercial terms to various 
manufacturers and is available from a variety of 
sources providing a diversity of suppliers. While this 
method of communication was designed to keep 
deployment cost to a minimum, the sensors will also 
be capable of having other, standards-based 
communications interfaced to them. 

• kWh AMI Smart Metering will be performed via the 
internet using standards-based IP FTS protocol or 
Radio-Frequency (RF) communication from the kWh 
Meter devices to the Operations Center SCADA using 

the Verizon public network. The communications 
selected will be based on the requirements at a 
particular monitoring and control point in the field, 
providing a great deal of flexibility and 
interchangeability. In addition to these new interfaces, 
existing interfaces to the SCADA system, which 
monitor the Open/Close state of network protectors, 
will be leveraged; the information collected will also 
be used in the engineering analysis. 

• These radio communication mechanisms deployed in 
the field often use, and are increasingly migrating to, 
standards-based protocols at the higher layers, 
including Distributed Network Protocol (DNP3) over 
IP or over serial interface. 

All the information that is brought back to the collection 
server will be put in a common format for consumption by 
other systems (such as PI, discussed above) for engineering 
analysis and operational planning purposes. The common 
suite of IP protocols is used for communication between the 
collection server at the Operation Center and PI System, as 
well as from the PI System onto the corporate 
communications network for consumption by various 
departments. These systems leverage the NERC control 
framework and fully adhere to NERC CIP 002-009 
specifications. 

3. DEPLOYMENT METRICS AND KEY 
QUESTIONS 

The metrics shown in Table 3-1 illustrate the penetration 
levels and scope of the planned project relative to NSTAR’s 
urban grid as a whole[8].
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Table 3-1: Deployment Metrics  

Metric Metric 
Location* Current Post-

Project 
Percent of 
Network 
Transformer 
and Protector  

Boston’s 
urban grid 100% 100% 

Percent of 
Network 
Feeder 
Monitoring 

Boston’s 
urban grid 100% 100% 

Percent of 
secondary 
mains with 
Major-Node or 
Minor-Node 
sensors  

Boston’s 
urban grid <1% 10% 

Percent of 
secondary 
mains with 
Major-Node or 
Minor-Node 
sensors  

Program 
grid <1% 100% 

Percent of 
secondary 
mains with 
Major-Node 
sensors  

Boston’s 
urban grid <1% 5% 

Percent of 
secondary 
mains with 
Minor-Node 
sensors  

Boston’s 
urban grid 0% 5% 

Percent of 
remote kWh 
AMI Metering 

Program 
grid 0% <1% 

Total solar-PV 
capacity 
supported by 
the urban grid 
as a percent of 
the total 
potential 
capacity  

Program 
grid 0% 

2.5% 
expecte

d  

 
* Metric Location is defined as the following: 

• Boston’s urban grid

• 

 = All 12 secondary area network 
grids in downtown Boston 
Program grid

 

 = The one secondary area network grid 
chosen out of Boston’s 12 grids for the project 
demonstration. 

Some of the key questions that will be examined by this 
project include:  

• What percent of load on the program grid comes from 
participating customers? 

• What percent of participating customer load is 
generated by PV? The load will be profiled and 
characterized over the course of the project. 

• What is the frequency of occurrence of the need to 
automatically disconnect customer PV due to grid 
safety/stability concerns? 

• How effective and accurate is the Minor-Node sensing 
equipment at monitoring power flow?  

• Will it be effective to use a higher percentage of 
Minor-Nodes in the future? What were the 
determining factors driving which type of node 
(major- or minor-node) should be  installed?  

• How effective was the data collection methodology? 
Could the Minor-Node data be captured as anticipated 
by using the drive-by vehicles? (So far, there have 
been no issues with the six experimental Major-Nodes 
in service.) 

• How durable is the sensing equipment to withstand 
weather, etc.? What is the life expectancy of the 
sensing equipment? 

• What were some of the major challenges for installing 
the nodes (e.g., the need to pump water out of 
manholes? arranging for police details and finding 
room for the sensors?)? 

Answers to these questions will provide valuable information 
towards the goal of allowing distributed and renewable 
resources to connect to urban power grids across the United 
States. 
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Abstract 

Wireless com munications technologies a re increasi ngly 
utilized to  sup port th e M odern power grid operations. 
Wireless technologies present unique challenges, especially 
the vulnerability to  in tentional and un intentional RF sig nal 
interference, the need for allo cated RF sp ectrum, and radio 
system interoperability issues. Because of these challenge s, 
spectrum management beco mes an i mportant p roblem to  
address. The Utility Telecom  Council stated that there is an 
RF spe ctrum crisis in the utility industry [1]. Specifically, 
the net work and c ommunications i nfrastructure i n t he 
Modern power grid provides the foundation for power grid 
information, cont rol, a nd k nowledge m anagement.  If RF  
systems are not highly reliable and secure, se rious 
consequences can occur. 

This paper summarizes the c oncept for s pectrum 
management technology for the electric utility industry a nd 
its application to Microgrids. The pa per contents are based 
on m aterial from  IEEE 802.22 a nd SCC41 (P1900.4) 
standards wo rking g roups for i nteroperable spect rum 
management i n het erogeneous ra dio networks [2, 3]. 
Spectrum management t echnology i s cou pled with an 
emerging wireless sp ectrum sen sing tech nology called 
Dynamic Spectrum Access (DSA). DSA technology enables 
a com prehensive sol ution t o t he spect rum management 
crisis. Th e so lution can  i mprove sp ectrum u tilization 
efficiency, risk mitig ation, and  reliability o f RF system s in 
Microgrids and the modern power grid.  

 

1. BACKGROUND  
A myriad of technologies s uch as Wi-Fi, WIMAX, ZigBee, 
2G an d 3G cellu lar, microw ave, satellite , Land  Mob ile 
Radio (LMR), R FID a nd S CADA networks a re c urrently 
used or planned i n t he M odern p ower grid. C urrently, R F 
spectrum is being “m anaged” usi ng FCC and NTIA stat ic 
spectrum allocations. As early as 2001, a Nationa l 
Telecommunications an d In formation Adm inistration 

(NTIA) report on spectrum use in the energy , water and rail 
industries summarized fee dback received from  utilit y 
companies across the c ountry [4]. Recently, spectrum  has 
been auctioned off for unlicensed use while other spectrum 
is assigned for licensed use and accessible only by de vices 
that meet strict operational  restrictions. These conditions 
contribute to  artificial sp ectrum scarcity and suboptimal 
allocation of s pectrum. In today’s electric utility industry , 
product vendors supply an RF system solution for a specific 
operations functio n. However, th e utility r arely ex amines 
the interfere nce effects of unlicensed b ands and use rs, 
weather effects, geographical, and foliage during operations. 

Dynamic spectrum  management due to s pectrum scarcity 
and under utilization is a new concept to the utility industry. 
Specific ex amples of RF syste ms u sed by u tilities are 
Advanced M etering Infrastructure ( AMI) RF m esh 
networks, LM R w ork force net works, and m icrowave 
systems, which operate in the 2.4 GHz in unlicensed bands. 
To solve the basic problems in spectrum use domains, DSA 
and spectrum management methods have been addressed by 
the IEEE 802.22 WRAN, Draft v2.0 and SCC41 P1900.4TM 
working gr oups and st andards have bee n p ublished [2, 3]. 
The dynamic spect rum management solutions can result in 
improved sp ectrum u tilization a nd effi ciency and i n 
increased rel iability o f Microgrids. Th e sp ectrum 
management sy stem goal s and a pproach, t echnology, a nd 
spectrum management processes are described in the paper.  

There is a ne cessary underl ying phase t o determ ine the 
spectrum management requirem ents within the  electric 
utility markets. These requirements are unique t o each 
utility, h owever th ere ex ists a fu ndamental sp ectrum 
management fram ework t hat can be appl ied t o al l ut ility 
environments, whet her the y are large, medium, s mall, 
regulated, or pu blic. The NI ST M odern pow er gr id 
Interoperability Roadmap project is a first step to investigate 
these requirements and appropriate use cases [5]. The NIST 
Roadmap v1.0 contains a section describing electromagnetic 
disturbances a nd i nterference as areas that need to be 
addressed. T his pape r p resents t he conce pts and a st arting 
point for those requirements and emerging solutions. 

There are sev eral benefits to a utility that deploys spectrum 
management technology. The ov erall RF syste m situational 
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awareness is im proved. This results in better real-time field 
crew op erations an d u tilization. Risk  mitigation for ou tage 
management, metering, SC ADA i nformation, dem and 
response, and  security is g reatly improved. Th e ab ility to 
understand f requency i nterference sources and av oid t hem 
can result in increased reliability of the RF communications 
network.  

For reference and context purposes, Balance Energy defines 
a Microgrid in the modern power grid as follows: 

A Microgrid is a localized, scalable, and sustainable power 
grid consisting of an aggregation of electrical and thermal 
loads and corresponding energy generation sources capable 
of oper ating i ndependent o f t he l arger gri d. Mi crogrid 
components i nclude; di stributed energy resources 
(including demand m anagement, st orage, an d generation), 
control and m anagement, sec ure net work and 
communications i nfrastructure, a nd assured i nformation 
management.  When renew able ener gy resources 
are included, t hey us ually ar e of  t he f orm of  wind pow er, 
solar, hy dro, geothermal, w aste-to-energy, an d co mbined 
heat and power system s.  Microgrids perfo rm d ynamic 
control over  energy so urces ena bling a utonomous and 
automatic, sel f heal ing operations. During normal or pe ak 
loading or at times o f power g rid fa ilure th e Micro grid 
can operate ind ependently fro m th e larger g rid and  iso late 
its generation nodes and loads from the disturbance without 
affecting the larger grid’s integrity.  Independent Microgrid 
operation can offer h igher   reliability a nd co st efficien cy 
than th at p rovided b y traditional g rid co ntrol. The 
Microgrid is both an energy market consumer and provider 
of electrical power. Microgr ids in teroperate with  existing 
power syste ms, infor mation systems , and network 
infrastructure. The Microgrid may take the several forms, 
such as a uti lity metropolitan area, a s hopping cente r, 
industrial park, co llege campus or a small energy efficien t 
community. 

 

2. SPECTRUM MANAGEMENT GOALS  
Spectrum in terference an d scarcity h ave t raditionally b een 
used as ar guments for  governmental an d re gulatory 
intervention. W ith the escalation o f sp ectrum interference 
and unlicensed b ands in u tilities, spectrum management 
becomes a s et of functions t hat needs t o be  cl osely 
examined. The key goals fo r s pectrum management for  
Microgrids are: 

1. Achieve spect rum utilization and e fficiency in the  
geographical Microgrid region 

2. Improve utility o perational efficien cy th rough 
spectrum situational awareness 

3. Promote in teroperability b etween u tility rad io 
systems and networks. 

Ensuring effec tive use  of t he ra dio s pectrum can be  se en 
both from a t echnical and an economic viewpoint. While a 
technical app roach t o fre quency m anagement mainly 
focuses o n m aximizing t he su pply of  ra dio frequencies, 
economic measures are  used to ensure th at th e su pply of 
radio fre quencies maximizes the econom ic value of  
spectrum use. From a technical viewpoint, the objective is to 
optimize th e ph ysical u se in  terms o f nu mber of u sers and 
the am ount of ra dio si gnals in a band. F rom an econ omic 
viewpoint, t he ob jective i s t o gi ve p reference t o t he m ost 
valuable and critical ap plications. Allocation and  
assignment of the radio spectrum  resources have 
traditionally been  seen  mainly as a technical issue and not 
an economic issue. The purpose of spectrum regulation is to 
avoid interfe rence betwee n users and to optim ize the 
allocation of spectrum resources in orde r to provide access 
to ev erybody. Business processes th at implement sp ectrum 
management sol utions t hat are  re gulatory an d p olicy 
compliant must also be put in place.  

 
 
3.0 SPECTRUM MANAGEMENT APPROACH 
In t his sect ion, t he s pectrum management ap proach i s 
outlined for a utility that incorporates Microgrids. Spectrum 
management is based on t hree use cases d eveloped by t he 
P1900.4 c ommittee [3] . Fi gure 1.0 describes t he D SA and 
spectrum management fu nction i n con text within a Utility 
Network t hat i ncludes R F an d st atic net works. Fi gure 1.0 
shows net work a nd s pectrum management f or a t ypical 
utility o f th e fu ture. Utilizes in corporate multiple R F 
systems in their Microgrid environment. These include 
3G/4G cel lular sy stems and LM R ra dio net works t hat 
communicate with l egacy radio units. The radios represent 
off-the-shelf produ cts an d in teroperate o nly with in th eir 
assigned frequency band. The u tility hosts an AMI network 
whose legacy  s mart meters comm unicate only betwee n 
themselves an d th eir ag gregators an d headend. Th e utility 
may have a com bination o f WiFi an d WiMAX backhaul 
networks. Finally, th e u tility has an  Intranet th at is mostly 
fixed i nfrastructure f or c ommunications i n t he M icrogrid 
and bac kend o ffice applications. Future wi reless and fi xed 
network nodes in the utility Intranet and b ackhaul networks 
may have DSA-e nabled nodes that act  as spectrum 
measurement nodes and in collaboration form the basis for 
spectrum s ituational aw areness. Th ese nodes p rovide the  
spectrum in formation used fo r th e utility’s sp ectrum 
management sy stem. Event ually, t he R F l egacy eq uipment 
may include DSA-e nabled ra dio units . How are t he 
spectrum measurements made in this environment and how 
is the spectrum managed? 
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Figure 1.0 Spectrum management and DSA in a Utility 
Network 

 

The three use cases that govern t he operations for spectrum 
management and spect rum situational awareness a re 
summarized here. They include the following functions: 

a. Dynamic spectrum  access – desc ribes how the  
frequency bands assigned to RF networks are used. 
A fr equency ban d ca n be shared by sev eral R F 
networks. Di stributed spectrum managers anal yze 
the in formation fro m the DSA alg orithms an d 
dynamically make spectrum access decisions  
according to regulations a nd policies. Dynamic  
spectrum access m ay be done  with or without  
negotiation. 

b. Dynamic spectrum assignment – describes how an 
operator spect rum manager generat es s pectrum 
assignment p olicies th at enforce regu lations, 
policies, and tacit operation. The operator spectrum 
managers provide spectrum assignment policies to 
the di stributed spect rum managers t hat c oordinate 
with other RF networks.  

c. Distributed radio res ource usa ge opt imization –  
describes h ow the P1900.4 m ethods can be use d 
with legacy RF networks to make better use of the 
spectrum. This use case ass umes the ra dio node s 
have multiple channels so one ch annel is accessed 
as a co ntrol channel for f requency changes on the 
other channels. 

These use cases are further described in t he IEEE P1900.4 
standard document [3]. Representative UML 2.0 use case  
examples th at sh ow en tity an d actor relatio nships are also 
presented by t he aut hors [ 6].  The s pectrum management 

functional and operational requirements are sum marized in 
the following paragraphs. 
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3.1 Frequency measurement and planning are the first 
steps 

Frequency measurem ents are integrated with  n etwork 
topology, node ge o-location i nformation, weather 
information, and mission planning. The traditional methods 
for spectrum measurements are to use a spectrum analyzer 
on a m obile uni t a nd t ake field m easurements fo r si gnal 
strength and interference sources.  The new methods utilize 
a distri buted s pectrum measurement al gorithm di stributed 
among the utility geogra phical region. Analysis tools  
produce an  o ptimal fr equency plan wi th m inimal 
interference ac ross t he net work s o t hat al l net work n odes 
experience a s elf maximized Signal-to-Noise Ratio (SNR ). 
The frequency plan is optimized regionally so that the whole 
network has optimal performance among several parameters 
and constraints. The m easurement functions are defi ned by 
the IEEE 802.22 Wireless Regional Area Network (WRAN) 
draft speci fication, v2.0 [ 2]. The  di stributed spectrum 
management in the P1900.4TM standard [3].   
 
Tactical pre-planning is performed by automated adaptation 
to regional, local, and tactical policy and regulations.  When 
performing spect rum management, accurat e pl anning 
requires c onsideration o f se veral pe rformance de gradation 
factors. C o-channel, adjace nt channel, co-site interference, 
inter-modulation p roducts, a nd f requency r euse c onstraints 
must be part  of t he re gional analysis to enable succe ssful 
frequency planning.  
 
Spectrum measurement techniques rely on an intelligent RF 
front-end wi deband R F re ceiver ( or sensor node) t hat 
performs a real-time spectrum sensing function.  The nodes 
are sh own in Figu re 1.0 as n etwork senso rs in a f ixed 
network node (I P a ddressed) an d as  D SA-enabled radio 
units i n a mobile or fi xed net work n ode. The spect rum 
measurement fu nction i s im plemented i n a Dy namic 
Spectrum Access (DSA) engine  ( DSA-enabled ra dio and  
sensor units in Figure 1.0 that determines the spectral “white 
space” and “gray space” available to avoid interference and 
allocate channels to increase spectrum utilization [2, 7].   

a. Spectrum sensi ng function (SSF ) – i mplements 
various classes of spectrum sensing algorithms and 
outputs signal t ype, si gnal pre sence, detection 
confidence, a nd field st rength estim ate. These  
outputs ar e sent  t o t he s pectrum management 
function. 

b. Spectrum management f unction (SMF) – 
implements o perations to  1) m aintain sp ectrum 
availability in formation, 2) channel classi fication 
and selection, 3) ass ociation control, 4)  chan nel 
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management, 5) inte rfaces to the SSF a nd 
geolocation function ( GLF), an d 6) sel f-
coexistence with RF networks. 

c. Geo-location function (GLF) – im plements th e 
processes of acquiring the necessary location data, 
determining l atitude and longitude, and p roducing 
the geo-spatial string information to the SMF. 

These fun ctions wo rk (tog ether with  a secu rity su b-layer 
function) to manage the frequency use of the network node 
when the re is  interfe rence and jamming sources. Overall 
spectrum management i ncorporates f requency use  p olicy 
and regulations at th e u tility lev el to  enfo rce co mpliant 
operation o f t he R F network a nd i ts frequency use with 
FCC, FERC, and NERC regulations and policy. 

The ab ility to  co mbine distrib uted DSA-enabled node 
information produces a spectral map over a Microgrid 
geographical area. The historical data is stored and used by 
the op timization al gorithms to  p redict lin k failure and  
predict the next best frequency to use for any given node in 
real t ime. Hi storically, t he D SA-enabled nodes ha ve bee n 
mobile, however in th e utility scenario the nodes may also 
be part of the static infrastructure. 

A c ommunication system must operate i n a co ntinuously 
varying R F en vironment t hat de pends on m ultiple 
parameters th at are in ter-related and  no n-linearly cou pled.  
The c ommunication sy stem must ad apt to  th e v arying RF 
conditions. Op timization methods are required for sort 
recurring desi gn pat terns i n t he R F e nvironment. Ge netic 
algorithms (GA) are on e method that be used to implement 
these ad aptive p rocesses and so lve th e op timization o f RF 
parameters fo r a wireless netw ork o r set o f wireless 
networks.  A  fi tness measure i s deri ved t hat pro vides a 
figure of merit for the performance of the GA algorithms in 
relation to the overall RF system performance. Additionally, 
a chrom osome structure is de rived w hich consists of “R F 
genes”.  Each gene is a binary string representing an aspect 
or parameter of t he R F e nvironment.  F inally t he G A 
algorithm det ermines a set  of R F parameters (f requency 
allocation an d op timization ar e an  ex ample o f th e RF 
parameters) f or o ptimal radi o com munications i n t he 
varying RF environment. The optimal frequency allocation  
ensures the overall minimal interference across the net work 
and al so m aximizes dat a t hroughput an d network 
performance. The desi gn e nsures the c onvergence is at 
global o ptimization no t lo calized o ptimization. Th ere are 
several assignment algorithms that can be used to achieve an 
optimal frequ ency allo cation. Th e in tention is to ach ieve a 
situation where the desired signal exceeds a defined margin 
with respect to interfering signals. Mitigation of interference 
is us ually add ressed by  a  co mbination o f f requency o ffset 
and spatial separation.   

 

3.2 Frequency Assignment Algorithms 

The general approach to frequency assignment is to generate 
an initial viable assignment derived from a rap id sequential 
search a nd t hen use optimization t echniques t o f urther 
improve the solution. As with most optimization problems, 
there are a variety of constraints.  For frequency assignment 
problems, the constraints describe the influence of potential 
co-channel a nd adjace nt cha nnel i nterference.  Thei r tota l 
effect on the ove rall fre quency assignm ent is assessed i n 
terms of a cos t parameter.  The cost parameter reflects the 
total degra dation of receive d signal qua lity within the 
frequency pl an due t o al l t he un wanted i nterference.  T he 
frequency assignment and de confliction algorithms provide 
metrics wh ich in dicate th e 'g oodness' o f t he ex isting and 
new assignments.  Th is is a k ey p arameter in  determining 
congestion points wi thin t he ra dio networks. F requency 
assignment al gorithms are  v ersatile an d can  g enerate 
assignments for a variety of different systems. 

3.3 Interoperability with legacy radio networks 

Interoperability with a utlity occurs at the network and basic 
connectivity lev els with in th e GridW ise Arch itecture 
Council (G WAC) d ocument on t he Gri dWise 
Interoperability Co ntext-Setting Fram ework, v1.1 [8]. 
Interoperability with legacy radio networks is a k ey benefit 
when spectrum management is ap plied to an electric u tility 
industry. Since the RF network solutions do not interoperate 
in u tility o perations, th e spectru m management fu nctions 
allow sp ectrum o verlap and u tilization at the m anagement 
level. T he spectrum management st andards e nable 
multichannel r adio u nits to ope rate in di fferent fre quency 
bands. This allows assignment of o ne frequency channel as 
a management and c ontrol plane net work while assi gning 
another ch annel as a data network with in th e sam e radio  
unit. Since t he radios a re made by di fferent manufacturers 
they no rmally do  not h ave the sam e message formats for 
applications. A messaging gatewaying device is required at 
the s pectrum m anagement l evel t o ac hieve i nteroperability 
between l egacy R F net works at  t he Net work l ayer. 
Spectrum management and frequency assignment enable the 
Physical and Media Access Control layers of the radio units 
to com municate t hrough different f requencies and perform 
message translation in the gateway devices. The cornerstone 
of the interoperability is a common information model in the 
spectrum management functions. 

4.0 Summary 

The paper s ummarizes spect rum management conce pts i n 
the context of a utility environment that may have multiple 
RF sy stems d eployed i n t heir dai ly o perations. T he paper 
presents th e cu rrent state o f sp ectrum utilization and  
management as desc ribed by  t he F CC and I EEE 
standardization efforts. T he policy and technology 
challenges facin g th e electric p ower utility h ave b een 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 324



 

                            

conveyed from the UTC, DHS,  NERC, and  FERC. Balance 
Energy believes there is a critical sense of urge ncy to 
address spectrum management issues and to system  
architect a MicroGri d desi gn that enc ompasses s pectrum 
management functionality. We believe there are measurable 
steps to a pply, measure, a nd demonstrate t he b enefits an d 
performance advantages in spectrum management and DSA 
technology f or M icroGrids. With spectrum management, 
there will be reduced interference levels, SNR ratios will be 
improved, and channel utilization and spectrum utilization is 
achieved. R isk mitigation processes a re i mproved d ue to 
availability o f real-ti me sp ectrum u tilization info rmation 
and sit uational aware ness. The benefits to RF system 
security and vulnerability is the topic of another paper that 
is addressed by NIST.  
 
Balance Energy believes that our system of system s and 
spectrum management subje ct matter experts represe nt a 
unique set of expertise and experiences that can be nefit the 
electric power industry and provide a secure, lower cost, and 
more rel iable M icroGrid  R F e nvironment op eration. 
Spectrum management is b uilt in to o ur Microg rid 
architecture processes.  

For ad ditional in formation, please co ntact th e au thors or 
visit, www.balanceenergysolutions.com. 
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A B ST R A C T  
 
Recently the environment of the electric power systems 

has been rapidly changed with the state-of-the-art 
communication technology. One of the best cases is a 
smart grid all over the world. In Korea, smart grid are 
being planned and developed with the aggressive drive 
from the government. In this paper, distribution part will 
be considered among them. Distribution automation has 
been adapted from the early 1990's in Korea. And, many 
R&D has been also conducted, adopted and even exported 
in this field. In this paper, the current status of the 
distribution automation system in Korea will be introduced, 
and then, recent changes round the power system are 
summarized and the prospect of the distribution 
management system around the grid will be briefly. 

 
1. DI ST R I B UT I ON A UT OM AT I ON SY ST E M  I N 
K OR E A   

 
DAS is the system that remotely monitors and controls 

switches over feeders. The early version of DAS mainly 
focused on remote monitoring and control, but now more 
advanced functions have been adapted such as automatic 
fault processing, network reconfiguration to minimize 
losses in distribution domain, load balancing in feeder line 
and so on.  

 

 
<Fig.1> Development of Distribution Management in 

Korea  
 

R&D in this area has been started since 1991. The first 
generation of the DAS aimed at remote monitoring and 
control of switches in the field with IT technologies. And 
the second generation expanded the functions to the 
automatic fault detection and processing in the feeder line 
and optimal operation with the minimizing losses and load 
balancing in the distribution network. And the third 
pursues real-time monitoring of aging status for 
distribution devices and of power quality. Related project 
for this has been conducted until 2010. And the fourth 

generation could be the fault prediction system with a 
considerable mount of Distributed Energy Resources 
(DERs) in the future distribution network.  

 
The first and the second model have been deployed and 

operated over 80 and 110 branch offices respectively. And 
the first system has been replaced to the second system 
recently.  

 

 
<Fig.2> DAS Configuration in Korea  

 
The configuration of DAS in Korea is shown in Figure 

2, where field devices are connected through FRTUs by 
communication network, and FEPs in the control center 
interconnects communication devices and several kinds of 
servers.  
2. Power IT and iDMS  
 

In Korea, Government program has launched from 
2006 to 2010 to upgrade Korean power system 
infrastructure by merging state-of-the-art IT technologies. 
In transmission and distribution area, 9 projects has started, 
iDMS is one of the projects for the followings. 

 
. Remote operation of facilities from S/S to  

customer 
. SCADA+DAS+GIS+AMR integrated solutions  
. High speed data highway and intelligent RTU  
. Intelligent equipment / sensor and real-time  

diagnosis  
. Interconnecting DG  
. Enabling optimal network operation  
 

For this, iDMS project has 4 main research topics, and 
the relation is shown in figure 3.  

 
(1) Development of the Central Control System  

and integration  
(2) Development of the Intelligent RTU and data  

processor  
(3) Development of the Intelligent distribution  
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equipment / sensors  
(4) Development of the DG integration and field  

test  
 

 
<Fig. 3>  4 main research topics and the relation in 

iDMS  
 

2.1 Development of the Central Control System and 
integration  
 

The CCS has the total monitoring and control function 
covering SCADA, DAS and AMR, open interface 
supporting the related international standards and optimal 
operation program such as optimal operation in distribution 
area, outage recovery based on the multi-agent method, 
monitoring and control of power quality, on-line 
management of sensor-embedded equipments.  

 

 
<Fig. 4> CCS and the other components in iDMS  

 
In figure 4, the CCS and the other components are 

connected by networks, where CCS contains SDADA, 
DAS, GIS, historical server, simulator, HMI, and FEPs. 
The other components are several kinds of FRTUs and the 
distributed equipments on the feeders.  
 

2.2 Development of the Intelligent RTU and data 
processor  

 
Development of the Intelligent RTU and data processor 

covers four types of FRTUs. SRTUs are located in the 
substation with optical communication medium, FRTUs 
are located on the feeder lines for overhead and 
underground distribution switch/reclosers, DRTUs are 
installed for DG, and CRTUs are connected for customers. 

 
2.3 Development of the Intelligent distribution 

equipment / sensors  
 

Intelligent equipments are devices those embed sensors 
in order monitor the status in a real-time. And, at the same 
time, those have the functions of diagnosis, control and 
communication in order to cooperate with the CCS. Those 
are as following :  

 
. LoadBreak Switch  
. Multi Circuit Breaker  
. SVR  
. Multi Circuit Switch  
. Transformer Monitoring  
. Surge Monitoring  
. Recloser  
. Capacitor Bank  
. Intelligent compact-substation 

 

 
<Fig. 5> Intelligent Equipments and Sensors  

 
2.4  Development of the DG integration and field 

test 
 

Development of the DG integration covers 
configuration and management of the distribution network 
with DERs, interconnecting and protection devices for 
DERs(Islanding prevention system, Reactive and power 
factor controller, Bi-directional protector), test-bed for the 
distribution network with DERs and field test.  
 

3. SM A R T  DI ST R I B UT I ON M A NA G E M E NT  
SY ST E M   

 
Nowadays, “smart grid" is a popular term in electricity 

industry. Especially in Korea, several related R&D projects 
are launched recently and "Development of Smart 
Distribution Management System" is one of them. The 
project consists of two sub-projects. One is the 
development of smart distribution management system and 
the other is the development of smart devices in 
distribution.  

 
3.1 The difference between the conventional  

system and Smart DMS  
 

SDMS has some differences from the conventional 
system in some views. At first, in the case of operation, 
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conventional system focuses on monitoring and control, 
but SDMS focuses on monitoring, control and EMS. And, 
secondly, conventional system interconnects distributed 
grid with radial operation. But, SDMS fully integrates 
microgrid, distributed grid and DC with loop and mesh 
operation. In table 1, differences between the conventional 
system and Smart DMS are summarized.  

 
[Table 1] The difference between the conventional system 

and Smart DMS  

Indices Conventional 
System 

Smart Distribution 
System 

Operation Monitoring and 
Control 

Monitoring, Control, 
Energy Management 

DG 
Interconnection 

DG 
Radial Operation 

Full Integration 
Microgrid, DG, DC 

Loop and Mesh 
Operation 

Control 
Centralized 

Operator 
maneuvering  

Centralized 
+Distributed 
Self-healing 

Fault 
Processing FLISR Fault Anticipation and 

Prevention 

Communication DNP, IEC 60870 

Fully IP Enabled 
Network  

IEC 61850, Plug and 
Play 

Meter AMR 

AMI, Smart Metering, 
DSM, 

Bidirectional Customer 
Service 

Power Quality Real-time 
Monitoring 

Real-time Monitoring 
and Control 

 
3.2 SDMS for the future distribution network  
 

SDMS project for the future distribution network has 
just started in July, 2009 for the previous reasons. It consist 
of two parts, development of the control center for SDMS 
and development of the smart distribution equipments.  

The first sub-project aims at the optimal configuration 
and control technology in distribution network, 
development of smat distribution operation system and 
development of smart FRTUs based on IEC 61850.  

 

 
<Fig. 6> System Architecture 

 
In figure 6, system architecture in SDMS is shown. It 

consists of several kinds of RTUs, gateways for system 
interface, adaptors, DMS DBs, applications and HCI.  

 

 
<Fig. 7> System Configuration 

 
In figure 7, system configuration in SDMS is shown. 

SDMS control center is duplicated in case of failure, 
system-wide synchronization is based on the satellite. And 
the FTRUs are inter-connected to the server by IP based 
ring network. And, SDMS exchanges information with 
other systems such as EMS, AMI, MG, SCADA, NMS by 
the gateway.  

 
The second sub-project aims at developing smart 

equipments such as universal switchgear, multi-functional 
transformer and interoperability for distribution 
equipments based on the IEC 61850.  
 

 
<Fig. 8> The goal of SDMS  

 
SDMS pursues to permit bi-directional power flow, 

micro-grid, several kinds of DERs, high capacity storage 
and DC mini-grid with bi-directional communication in the 
future. The final goal of SDMS is shown in figure 8.  
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Abstract 

This p aper presen ts t he Agile En terprise an d Syst em 
Architecture design m ethodology ( Agile EaSA) t hat 
Balance Energy uses on its Microgrid project. We define a 
Microgrid as a  power grid, distribution, and customers that 
can be islanded under control and sustained with renewable 
power so urces and ene rgy storage. A n o verview o f o ur 
Agile EaSA process al ong wi th i ts em bedded I nformation 
Assurance tem plates are p resented an d ap plied to  a 
Microgrid architecture.   

Enterprise Architecture (EA) i s a m ethod for c ompletely 
expressing t he enterprise. It is the m aster plan which 
interconnects th e b usiness planning, bu siness op erations, 
organizational st ructures, p rocesses a nd data, i nformation 
systems, and the ena bling infrastructures.  The use of E A 
provides benefits i n im proved ef ficiencies of t he business, 
improved quality an d ti meliness of critical in formation, 
incorporation of l egacy sy stems and st andard c omponents, 
and maximized use of limited resources.    

Agile EaSA enables multiple domains to be defined, related, 
and represented as artifacts using the UML 2.0. The use of 
UML facilitat es th e i mport o f th e Co mmon In formation 
Model (C IM).  Th e Agile EaSA utilizes th e Zach man 
Architecture Framework (ZAF) fo r system d ecomposition 
and includes an I nformation Assurance (IA) overlay that is 
pervasive ac ross the entire ar chitecture de velopment. The  
ZAF i s one of m any t hat vi sualizes sy stem of sy stems 
decomposition usi ng a  rel ated of a rtifacts t hat enc ompass 
business processes, data, and functions [1]. The IA overlay 
includes cyber th reats, vulnerabilities, attack  typ es, 
defenses, an d security aud it tr ailing at all lev els of t he 
Microgrid. In teroperability with  ap proved stan dards and  
legacy systems is part of the architecture process.  

1. INTRODUCTION 
Agile EaSA applies risk-based management and commercial 
best practices to achieve a best-value solution f or t he 
customer. The iterative and agile, incremental nature of the 
EaSA provides visibility in to architecting and development 
progress while l everaging customer expe rtise t o con duct 

analysis and  design activ ities th at reduce risk during  t he 
execution of the engineering lifecycle. Iterative, incremental 
architecture developm ent allo ws t he team  to fo cus on 
achieving objectives identified by Hard Technical Problems 
(HTP), Mo st Important Requ irements (MIR), an d C ritical 
Success Factors (CSF) a reas while managing other cri tical 
risk areas during each analysis cycle to prove the objective 
architecture, prototype design, and final product. 

1.1. Definitions and Terminology  
The use of a standa rd vocabulary is cru cial in  th e 
architecture process.  T he us e of the NIST Roadm ap for 
interoperability facilitates this co mmon term inology an d 
definition.  Section 8 of this report provides the definitions 
and terminology. [2] 

For reference and context purposes, Balance Energy defines 
a Microgrid in the modern power grid as follows: 

A Microgrid is a localized, scalable, and sustainable power 
grid consisting of an aggregation of electrical and thermal 
loads and corresponding energy generation sources capable 
of oper ating i ndependent o f t he l arger gri d. Mi crogrid 
components i nclude; di stributed energy resources 
(including demand m anagement, st orage, an d generation), 
control and m anagement, sec ure net work and 
communications i nfrastructure, a nd assured i nformation 
management.  When renew able ener gy resources 
are included, t hey us ually ar e of  t he f orm of  wind pow er, 
solar, hy dro, geothermal, w aste-to-energy, an d co mbined 
heat and power system s.  Microgrids perfo rm d ynamic 
control over  energy so urces ena bling a utonomous and 
automatic, sel f heal ing operations. During normal or pe ak 
loading or at times o f power g rid fa ilure th e Micro grid 
can operate ind ependently fro m th e larger g rid and  iso late 
its generation nodes and loads from the disturbance without 
affecting the larger grid’s integrity.  Independent Microgrid 
operation can offer h igher   reliability a nd co st efficien cy 
than th at p rovided b y traditional g rid co ntrol. The 
Microgrid is both an energy market consumer and provider 
of electrical power. Microgr ids in teroperate with  existing 
power syste ms, infor mation systems , and network 
infrastructure. The Microgrid may take the several forms, 
such as a uti lity metropolitan area, a s hopping cente r, 
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industrial park, co llege campus or a small energy efficien t 
community. 

1.2. Enterprise Architecture Background 
Enterprise Architecture rep resents m any differin g 
definitions and forms by many people.  Until recently, this 
disparity resulted in slower adoption and general confusion 
amongst bo th practitioners an d management.  To day, mo st 
EA practitio ners agree th at arch itecture is a means t o 
abstract and identify, form  the en terprise, fu nction, 
relationships, and  integration poi nts usi ng fram eworks, 
methods an d a rtifacts t o des cribe t he desi gn i n i ts cur rent 
and future stat es.  Having a solid architecture establishes a 
foundation for exec uting business st rategies beca use it 
relates t he de cisions business o rganizations m ake wi th 
business objectives and  en terprise so lutions. A lthough 
companies m ay adopt standards a nd best  practices as a 
means for driving toward enterprise solutions, many efforts 
fall sho rt bec ause t he business does n ot un derstand i ts 
maturity to  em ploy en terprise arc hitecture as a l ong range 
planning tool.  EaSA est ablishes the method and approach 
for EA to align strategy, business, and technology elements 
across the entire enterprise 

1.3. Benefits of EA 
Model-Based – The methodology applied uses analysis and 
synthesis m odes spa nning enterprise and system s 
engineering activ ities to  express a u nified, holistic v iew of 
enterprise architecture. 

Capabilities-Based – Th e process f ocuses o n design ing 
mission relevant capabilities by focusing on key used needs 
expressed through: Problems, Opportunities, and Directives 
(PODs), HTPs, MIRs, driving scenarios and change cases.  

Linkage to Mission Needs – In  the ZAF, th e li nkage 
between the Community (row 1), Business (row 2), System 
(row 3) and Technical (row 4) archetypes provide continuity 
from the business needs to the physical system design.  This 
results i n a “build-to-specification” architecture that is 
focused on the business, mission, and user needs. 

Focus on Driving Scenarios – Drivi ng Scenarios are high 
value, operational trea ds t hat are use d a s “think-s pace” 
drivers during the architecture development.  In general, the 
threads s hould be  sel ected using a  de sign-of-experiments 
approach t o ensure that t hey stress the architecture  in 
different (i.e., orthogonal) ways. 

Focus on PODs First – Prob lems, Op portunities an d 
Directives (PODs) are motivating factors for a project based 
on current and future business and user needs.  By focusing 
on the PODs, we ens ure that the technical solutions a re 
directly linked to the business and user needs. 

Focus on HTPs First – Hard Technical Problems are early 
statements about t he tec hnical hurdles  that m ust be 

overcome to success fully del iver a system.  By raising the 
architecting te am’s awarenes s of these critical issues, we 
proactively re quire these is sues to be a ddressed t hereby 
reducing the overall system acquisition risk.  

Focus on MIRs First – M ost Important Requirements are  
driving re quirements for t he sy stem acq uisition.  T hese 
requirements define the core capabilities of the system to be 
delivered and are linked to the critical success factors for the 
project. 

Complete Project Lifecycle Coverage – The methodology 
spans the com plete project lifecycle : requi rements 
collection, requ irements an alysis, req uirements allo cation, 
architecture sc oping, com munity desi gn, b usiness design, 
system desi gn, t echnical desi gn, implementation, 
verification, validation, d eployment, operat ions a nd 
maintenance. Gu idance on transition arch itecting is 
provided to address es archite cture ev olution roa dmapping, 
technology insertio n, and  refresh  after i nitial o perational 
capability is achieved.  

Integration of Operations Analysis – Operations Analysis 
groups are in volved in  i dentifying cu rrent op erational 
problems and pr oposing and e valuating arc hitectural 
solutions t o these p roblems.  In  conducting t his an alysis, 
operations analysts work with operations architects to create 
architecture products at the community (row 1) and business 
(row 2) level of the architecture description.  The final set of 
architecture pr oducts def ines the n ew levels of  
interoperability an d in tegration t hat m ust b e ach ieved to 
overcome current operational issues. These operational 
drivers provide critical co ntext for system-level 
requirements and ca n f orm t he basi s for Problems, 
Opportunities, and Directive data. Requirements associated 
with key  operational i ssues can be further categorized a s 
Most Im portant Requirem ents to e nsure they receive 
appropriate priority.   

Integration of Requirements Management – To e nsure 
that the architecture is d esigned to satisfy th e requirements, 
we must have traceability between the requirements and the 
architecture designs.  By allocating the requirements to ZAF 
cells, we can ensure that the architects are creating solutions 
in accordance with the requirements.  This i s a critical step 
in th e v erification and  valid ation of the architecture  
description. 

Integration of Architecture Development – T he 
methodology defines a rigorous a pproach t o arc hitecture 
development wi th a modest si zed t eam (i .e., 7 t o 9 
people).The ZAF provides guidelines and constraints to the 
architecture de velopment and en sures that the arc hitecture 
description is holistic and complete. 

UML Integration – T he sel ected pr oduct set can be pu re 
UML products (f or al l r ows) base d on or ganizational 
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guidelines and the needs of the project. UML products can 
leverage specialized dialects such as SysML whe n practical 
to furt her a nd m ore com pletely express arc hitecture 
concepts. 

Integration of Architecture Modeling – Simulation is one 
of t wo direct app roaches t o ve rifying a nd validating an 
architecture descrip tion.  However, in  most si mulation 
projects, on ly 5 0% of th e d ata n eeded to  b uild the  
simulation models are cap tured in th e architecture and 50% 
must be deri ved t hrough ot her m eans. Simulatable 
Architecture is an  arch itecting techn ique in  wh ich the 
information ne eds of t he si mulation e ngineers are  de fined 
and exp licitly lin ked i nto t he arch itecture p roducts. This 
leads to  a d ramatically improved ab ility t o qu ickly create  
architecture models a nd simulations t hat are al igned wi th 
the proposed architecture. 

Integration of Enterprise Technology Prototypes – The 
ability to  create tech nology p rototypes lin ked to  t he 
architecture de scription i s a nother m eans o f ve rifying a nd 
validating th e arch itecture p rior to  commi tting to  its  
implementation.  Technology prototypes are usually focused 
at demonstrating the design approach to  resolving the hard 
technical problems. 

Change Case Integration/Analysis of Alternative – M ost 
organizations claim that their architecture is open due to its 
compliance with established technology standards.  Chang e 
cases allow us to prove tha t our a rchitecture is open by 
demonstrating its ability to accommodate high likelihood 
changes i n the com munity, busine ss and syste m 
environments. 

2. EA FOR MICROGRIDS 
The di rect rel evance of E A f or M icrogrids is sel f-evident.  
The Microgrid is its  own e nterprise, representing a m yriad 
of bu siness fu nctions.  Fig ure 1.0  illu strates th e NIST 
Conceptual M odel for Sm art Grid  i nteroperability.[2]  A 
Microgrid will have the function of the model below and/or 
interfaces to domains (markets) that are shown. 

Figure 1.0 NIST Interoperability Conceptual Model [2]. 

2.1. Agile EASA Summary 
Agile EaSA is a pr oven process and method for Enterprise 
Architecting and Systems Architecting for the last 8 y ears.  
Agile EaSA takes the traditional EaSA approach and tailors 
its asso ciated activities an d products t o be g enerated i n a 
more wo rkshop-oriented, it erative fash ion. Agile EaSA 
focuses on est ablishing t he architecture a nd structure fo r 
development t o im plement t est and i ntegrate i nto t he 
operational b aseline. Th e ag ility in  its ap proach driv es t he 
cost of  doing archi tecture down significantly by producing 
only th ose artifacts n eeded to  su pport cap ability 
development, desi gn reviews, a nd m eeting c ustomer 
milestone gates. The iterative nature of Agile EASA allo ws 
analysis and  products to b e built up in crementally as th e 
system matures alon gside development acti vities, avo iding 
the typical waterfall pitfalls.  

2.1.1. The Zachman Architecture Framework 
The Z AF enc ompasses the comm on sens e rules that we  
were given i n grad e sch ool Eng lish cl ass.  In  writing 
descriptive ess ays, we we re taught t o p rovide i nformation 
about Who, What, Whe n, Where , Why, and How in every 
story. Th is same co mmon s ense p artitioning of kno wledge 
occurs in the columns of the ZAF.  This paper will not try to 
defend t he Z AF over other fram eworks.  Ho wever, ot her 
architecture fr ameworks h ave bee n suc cessfully m apped 
into th e ZAF.  In  m ost cas es, the coverage of these 
alternative arc hitecture framew orks is in complete wh en 
compared with that of the ZAF; however, the alternatives do 
have valid applications with the system engineering and IT 
communities.  In any case, the framework that is adopted or 
developed should be easy to explain to management and the 
involved professionals.  

According t o Zachm an, go od i nformation sy stems 
architecture is derived from the information system strategy, 
which, i n turn, is d etermined b y th e business strateg y. He 
implies, t herefore, t hat t he i nformation sy stems shoul d 
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support the business objectives of the enterprise, but he does 
not e xpand o n a st rategic planning p rocess. Hi s m odel 
describes th e d eliverables ( artifacts) of a so ftware 
engineering process. He i dentifies t wo di fferent ki nds o f 
representations which, when used in combination, precisely 
describe the nature and purpose of these deliverables within 
the organizational context. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 2.0 Zachman Architecture Framework (ZAF) [1]. 

 

The ZAF is a commercial best practice that decom poses an 
information syste m’s arch itecture i nto focused vi ews, 
according to scope (ro ws) an d technology (col umns). T he 
framework i s shown i n Fi gure 2.0. T he s cope dimension 
provides a c oarse-to-fine view of th e info rmation system,  
with in creasing lev els of t echnical detail as a pro ject 
progresses thr ough th e system/software eng ineering 
lifecycle. The t echnology dimension distinguishes different 
aspects of the system. These focus areas are used to classify 
relevant ch aracteristics an d emphasize different features of 
the system . Ea ch foc us a rea provides a  di fferent, product-
centric v iew o f th e i nformation system  that h ighlights 
related ch aracteristics an d supp resses unrelated ones. 
Although eac h vi ew desc ribes t he sam e sy stem, t hey 
represent ind ependent v iews of  the  system  and tend t o 
remain separate from each other. 

2.1.2. Tenents of Agile 
A key premise of  Agile EaSA is t o invo lve customers and 
stakeholders early and often into the design process. This is 
an ad aptation of trad itional software ag ile ten ets, with  th e 

exception th at th e rig ht p eople are broug ht in to th e d esign 
process early at the a ppropriate times based o n val ue a nd 
mission needs co upled with co ntinuous d evelopment an d 
integration, Agile EASA p rovides supp ort to  more ag ile, 
iterative en gineering th roughout th e pr oduct d evelopment 
lifecycle. Arc hitectures and designs a re cont inuously 
updated an d assessed thr ough MSVA  techn iques to reduce 
risks ass ociated with performance and re quirements 
satisfaction.  

A key benefit o f using Agile EA SA w hen ap plying agi le 
concepts is the ability to assess, learn and apply feedback to 
ensure continuous product improvement. The nature of pure 
agile devel opment pract ices i s t o rapi dly devel op 
capabilities, ad just req uirements, an d p rovide early 
prototyped cap abilities as the custo mer and  developer 
unfold th e capab ility d uring real ti me in teractions. Th is is 
the m ost extreme form  of a pplying f eedback and  lesson s 
learned. However, i n a l arge pr ogram w ith co mplex 
capabilities an d m ission critical syste ms, req uirements 
cannot be continuously redefined and capabilities cannot be 
developed o n t he fl y and wi thout st ructure an d co ntrol 
mechanisms in place to manage risk. 

When you apply the concepts of Agile EaSA with  Iterative 
Design an d C ontinuous In tegration, you  ar e p lacing m ore 
structure and  rigor in to th e "ag ility" b y which th e tea m 
operates as they execute the lifecycle processes. Agile EaSA 
focuses on analyzing and developing only the necessary set 
of artifacts in  a manner simi lar to  peeling the layers o ff of 
an onion. Instead of drilling down into all areas o f the four 
static vi ews of e ngineering ( network, data, f unctional, 
people), pr oducts ar e d elivered in  layer s of m aturation as  
engineers learn more about the system during its build-up an 
integration. After each pass at a particular set of a nalysis 
and its associated products, architects, engineers, developers 
and c ustomer st akeholders have t he opportunity t o re view, 
comment and provide feedback towards the next level of its 
design. Th is interaction is p revalent acro ss t he whole  
lifecycle of both a rchitecture and product engineering 
activities. Not only does this interaction and iterative nature 
ensure highe r end user advocacy and satisfaction with t he 
final product, it also allows the team to negotiate changes in 
requirements as the design m atures and altern atives are 
traded based on feedback in a controlled, structured manner. 
This form of feedback and early adoption in design through 
remaining flex ible in th e engineering ap proach th rough 
iterative design activities reduces risks associated with both 
pure ag ile app lications as well as trad itional waterfall 
development. 

An additional consideration when applying agile methods to 
existing systems is to  ackno wledge th at you will rarel y 
begin with a clean sheet of pape r. T he key to applying 
structured-agile engi neering approaches to program s or  
projects t hat have s ome desi gn lin eage or legacy is to  be 
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able to wo rk alo ng side of the ex isting system to  facilitate  
transition to the desired system. 

2.2. EA Interoperability 
It i s cri tical t hat t he orga nizations i nvolved i n t he vari ous 
efforts of Microgrid development utilize an EA process that 
allow for in teroperability.  In teroperability o f system 
components may occur  a t di fferent l evels, such as 
applications, interfaces, and network layers. In teroperability 
processes are built-in to  t he ZAF to  discover an d d efine 
interfaces t hat needs transla tion to c ommunicate. Le gacy 
interfaces and systems represent most of the interoperability 
use cases. The generation of artifacts must be t ransportable 
amongst the various organizations involved.  This facilitates 
a com mon un derstanding of t he goal s, sco pe, and solution 
spaces that the parties discuss and agree to. 

2.2.1. Integrating the CIM 
The n ative use o f UML by Ag ile EaSA facilitates t he 
integration of the Common Information Model (CIM) into a 
Micrgorid project.  The CIM describes how managed object 
in the Microgrid are represe nted as a com mon set  objec ts 
with relationships. The notion of CIM is a co re concept that 
any M icrogrid an d i s de fined by  UML a rtifacts. The  C IM 
allows fo r in teroperability wi th a h ost o f leg acy an d non-
legacy syste ms.  There m aybe instances  whe re m ultiple 
CIMs exist.  Each CIM would be pe rvasive t hroughout a  
specific domain an d i nteroperable a m inimum set  of 
interfaces to other domains. 

2.2.2. Compliance with the GWAC Interoperability 
Framework 

The Agile Fra mework ca n i mport ot her frameworks t hat 
perform specific functions and at different layers. T he 
GridWise Architecture C ouncil (GWAC ) document on t he 
GridWise Interoperability Context-Setting Framework, v1.1 
describes a broad, c onceptual, an d l ayered f ramework in 
three cate gories [4]. T he GWAC Framework allows  a  
common ground for discussing of technical, organizational, 
informational and cross-cutting domain issues. A Microgrid 
and Smart Grid arc hitecture effort may import the G WAC 
Framework as a starting point and use it for interoperability 
compliance. 

2.3. How Standards are integrated into Agile EaSA 
Standards essentially become constraints on the architecture.  
The standards define the bounds the potential solutions se t 
for a M icrogrid project.  The standards incorporated by the 
architecture will d ramatically in crease t he lik elihood that  
early Microg rid pro jects will b e “co mpliant” wh en the 
larger smart grid standards are put in place. Standards in the 
electric powe r industry a nd Microgrid des cribe i nterfaces, 
methods, an d dat a f ormats t hat al low com ponents t o 
communicate. 

2.4. The IA Overlay 
Agile E aSA in cludes an  a pproach to  “d efense-in-depth” 
security an d information assu rance arc hitecting.  This 
approach generates an a rchitectural ove rlay that address es 
the n eeds of secu rity and IA at v arious lev els in  the 
architecture. Lessons learned show th at th e Secu rity/IA 
(S/IA) requirements pr ovide si gnificant c onstraints on t he 
overall system design.  A pe rfectly implemented system is 
worthless if it  can not b e accred ited for operations.  Agile 
EaSA i mplements S/ IA design a s a n overlay acro ss t he 
entire framework.  Each view of  the architecture and design 
has sec urity conce rns t hat must be addr essed!  The IA 
overlay in tegrates Threat An alysis, Vu lnerability An alysis, 
Risk Asses sment, C ontrol Placement, an d A nti-Tamper 
activities an d d esign in to a co hesive S/IA p ackage th at is  
integrated into the core architecture. 

3. CONCLUSION 
The use of Agile EaSA with respect to Microgrids is a clear 
necessity.  T he Microgrid complexity and breadth of sc ope 
fame it as an enterprise system.  The i ncredible amount of  
data that will be collected, analyses, and shared provide new 
IT challenges that only a conscious  architecture can tackle.  
The use of st andards a nd the a bility to quic kly react to 
changing c onditions provi de a clear nee d for a n a gile, yet 
rigorous approach.   The ability to simulate that architecture 
and rapidly drive down risk will also be important aspects of 
the Microgrid enterprise architecture. 

3.1. Agile EaSA in the SDG&E Microgrid Project 

Agile EaSA is basis for architecture activities and design in 
the SDG&E Microgrid project. The Agile EaSA proce ss 
incorporates s everal power grid co mponents in to n ew 
functions and interfaces with renewable energy sources. The 
processes in clude i ntegration of leg acy syste ms a nd 
standards in a pilot Microgrid connecting two distinct power 
areas with the SDG&E power grid. 

3.2. Executable/Simulatable Architecture 
Simulatable Architecture provid es a ‘data bri dge’ bet ween 
Agile EaSA Models (i.e. artifacts) an d Discrete Even t 
Simulation.  Th e Sim ulatable Architecture pr ovides dire ct 
verification a nd val idation of the arc hitecture analysis a nd 
system design. It is 100% tra ceable to t he a rchitecture and 
design.  The simulation scenarios are focused on addressing 
“Hard Problems First” 

These simulations become part of the Modeling, Simulation, 
Visualization, an d An alysis (M SVA) process.  M SVA 
essentially brings the architecture “to life”.  Th is facilitates 
risk reduction at an early stag e in the project life-cycle. The 
MSVA m odels and si mulations t ake o f t he form  of  
messaging/data fl ow m odels o r packet l evel rep resentation 
of network protocols and stacks. 
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5.0 Biography 3.3. Interoperability Standards defined by NIST 
NIST (Natio nal In stitute of Stan dards and Techn ology) is 
working on  the stan dards t hat will d rive th e Sm art Grid.  
They h ave p ublished a co re set o f stan dards th at will b e 
instrumental i n d efining th e S mart Grid .  An  ex cerpt o f 
these standards is provided in Figure 3.0. For any Microgrid 
project to be viable, compliance to m ost of these sta ndards 
will b e a n ecessity. Th ese stan dards reco mmendations wi ll 
define in teroperability in  th e modern power grid in  th e 
future.  
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Figure 3.0 NIST Standards for Smart Grid (From: 
DOE) [3] 
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Abstract 

Electrical load devices with inherent energy storage can be 
used to provide a loss-less energy storage service to an 
electricity grid without any noticeable effect to the load 
owner. Populations of such loads can autonomously provide 
distributed response regulation, displacing large generation 
regulation services. This leads to a significant saving in 
emissions (including CO2) in the electricity supply industry.   
The authors have run a laboratory trial of refrigerators, 
where the refrigerator’s electronic control board has been 
modified to provide the autonomous “Energy Balancing 
Controller” (EBC) function.  The laboratory test rig allows 
the grid service response level to be determined, mirroring 
standard practice in the UK for large generator set response 
(regulation service) testing.  
In a field-scale deployment of EBC-enabled refrigerators, 
examples of grid Smart Appliances, the authors have 
designed an instrumentation system interfacing smart 
appliances with an in-line home energy monitor device, and 
connecting to a central data server. The server provides real-
time monitoring of the grid response (ancillary) service by 
collecting certain physical variables measured in each 
individual Smart Appliance.  
This paper describes the methodology of the laboratory 
trials and presents results on the response service provided 
by the laboratory refrigerators, together with early data and 
forecasts for the response service expected from field tested 
appliances. Early information on the carbon savings 
potential and field measurement methodology will be 
presented. Indesit Company, the 2nd largest household 
appliance manufacturer in Europe, is RLtec’s development 

partner and will provide the refrigerators implementing this 
innovative control technique for the field trial. 
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1. BACKGROUND 

1.1. UK Grid 

1.1.1. System Operation of the UK Grid 
The UK Grid is operated differently to those in the US and 
Europe and in the UK there are no area balancing 
requirements.  The UK System Operator, National Grid plc, 
provides a monopoly system operation service, which is 
operated under a license from the government regulator 
(Ofgem).  Globally, grid System Operators, whether 
independent ISOs or otherwise, face the requirement to 
ensure a net balances in energy, second by second. This 
typically requires large generation assets to change their 
electrical output in response to load changes.  Electricity 
cannot be easily stored on the electricity grid and production 
and consumption must remain matched. 
The System Operator is required to control the generation 
fleet, usually with a suite of energy balancing services that 
are designed to maintain energy balance and security of 
supply.  Major black-out events, which do occur both in US, 
Europe and UK, inevitably result from loss of control of 
energy balance, usually leading to mandatory load shedding 
(aka black-outs). Geographically the terminology and 
specification of these grid energy balancing services vary.  
The physics behind grids is universal although grid scale in 
total MW consumed and generation set size does influence 
grid operational characteristics.  
Grid energy balancing services can be segmented by the 
time taken to respond: response time.  This is illustrated in 
Figure 1. With energy balancing services, there is no 
difference between decreasing load and increasing 
generation; load may therefore participate in providing 
balancing services. 

Figure 1. 

 

1.1.2. UK Grid Services 
In the UK, National Grid purchases a variety of energy 
balancing services from suppliers, usually generation 
owners, but also load and generation aggregators.  These 
services allow National Grid to operate the UK grid to the 
specified requirements: (1) specified fault tolerance 
conditions; (2) maintain frequency within specified 
tolerances and (3) high availability requirements.  The 
balancing services are categorized by the time to respond as 
given in Table 1. 

Table 1. 

 
The primary based service is today provided by operating 
generation plant partially loaded and with the generator set 
electrical output depending on the instantaneous grid 
frequency and under “throttle control” with a closed loop 
control system.  Primary service provides an “insurance” 
against fault conditions such as plant failures and 
transmission line disconnects.  In the US, this is referred to 
as regulation service.  There is a requirement to both 
increase and decrease the generation plant output with 
regulating services.  Operation of thermal generation plant 
in such regulation modes leads to loss of thermal plant 
efficiency. 
Secondary service provides to restore the primary regulation 
service back to its set-point, while net energy increase or 
decrease can be dispatched from the remainder of the 
generation fleet. The System Operator is continually 
monitoring and changing the generation fleet configuration 
to maintain the grid operation to specified requirements 
while minimizing the balancing costs charged to the 
consumer. 

1.1.3. Short Term Energy Storage Versus Renewable 
Integration 

In de-carbonizing electricity generation and reducing 
dependence on imported primary fuels, governments 
provide incentives for the deployment of renewable 
generation resources such as wind, solar and wave 
generation.  Unlike conventional plants, renewable 
generation output is less controllable, and predictable, and 
its use requires that higher volumes of energy balancing 
services are available to maintain grid operation within the 
specified parameters.   
Many groups are computing the scenarios for high volumes 
of renewable (usually wind) generation introduced on the 

Service Time to respond Hold 
Primary 2 seconds 30 seconds 
Secondary 30 seconds 30 minutes 
Tertiary As required As required 
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grid.  One study from SKM1

This increase in total volume of energy balancing service is 
one part of the Smart Grid campaign.  These services will 
come from several technology sources which include those 
seen in Table 2. 

 commissioned by the UK 
Government indicates that the cost of energy balancing 
services will increase by a factor greater than five as more 
volume is required. 

 
Table 2. 
 

Technology Service Comment 

Conventional 
generation 
plant 

Primary, 
secondary and 
tertiary. 

Traditional. 

Demand 
Response 

Load shedding, 
turning down or 
off service is 
response to 
dispatch requests. 

Requires 
communications, peak 
shaving technique, affects 
the end user. Typically 
secondary low side 
response 

Energy 
Storage 

A grid capacitor / 
battery 
consuming power 
at times of excess 
generation and 
providing energy 
at times of grid 
stress 

Pumped hydro storage is 
common solution, high 
capital cost / kW. Round 
trip energy losses. Carbon 
may be used to pump 
water or cause energy to 
be stored.  Flywheels, 
compressed air, batteries 
etc. being trialed. Primary 
and secondary response. 

Dynamic 
Demand 

Short to medium 
term energy 
balancing 
provided by loads 

Load side service, low 
capital cost, can both 
increase and decrease 
consumption with no 
detriment to load 
operation. Carbonless. 
Primary and secondary. 

1.2. Dynamic Demand 
National Grid distinguishes between “static” and “dynamic” 
balancing services; also demand and supply (generation) 
sources.  Static refers to on / off services such as demand 
response, while generation throttle controlled service is 
dynamic and proportional to the grid frequency.  Dynamic 
demand is therefore a frequency (or AGC2

1 SKM  

) dependent 
service provided by loads.  The instantaneous consumption 
of a population of loads can be configured to vary and 
depend on the instantaneous value of grid frequency, 
providing a bi-directional (regulated up and down) 

2 AGC = automatic generation control 

modulated service identical to AGC or throttle controlled 
generation.    
By using the inherent energy that may be stored in loads, for 
example refrigeration loads, hot water, heat pumps and 
water tanks, it is possible to use (or not use) the stored work 
to provide a grid-based loss-less, carbon free, autonomous, 
primary energy balancing service.  Further it is possible to 
ensure that the load is operated inside its normal operational 
parameters so that there is no noticeable detriment to the 
end use service. 
The UK Government has written two reports3

The following illustrates how the work stored in a load may 
be used to provide an energy balancing service and is a 
simplified description referring to refrigeration.    

 on dynamic 
demand which describe the features and benefits of this 
service to the UK Grid and identify the potential to save 
approximately 2% of the carbon emissions associated with 
the UK generation fleet.  

Refrigerator devices have a duty ratio and typically cycle 
temperature during cooling (uses electricity to run the 
compressor) and warming (compressor motor is off).  
Assuming the duty ratio is 20%, then across an example 
population of 1,000,000 fridges, at any one time, 200,000 
will have compressors running and 800,000 will be off and 
warming.  The work stored is reflected in both fridge 
temperature and compressed coolant liquid volume.   
By arranging for proportionally more fridges to switch off 
as grid frequency reduces, until at the lowest grid frequency 
ALL available fridges are turned off; and vice versa. It then 
becomes possible for a population of refrigerators to provide 
a “modulated” (i.e. service magnitude depends on frequency 
excursion) and bi-directional service. See Figure 2. 

 
Figure 2. 
 
 

3 Reports 1 and 2 
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The average net temperature of the population depends on 
the total energy state of the population and clearly it is 
possible to deplete the total energy storage or – alternatively 
- fully charge it.  The population acts as a grid battery; 
however, it is lossless.     
Energy storage characteristics depend on the load type.  For 
example refrigerators have short (tens of minutes) of energy 
storage, while freezers have longer storage times.  Similarly, 
buildings display considerable thermal inertia (large energy 
time constant). 

1.3. Measurement and Validation of Response-
Regulation 

The dynamic demand service comprises a population of 
autonomous independent and distributed loads.  In the UK 
the service can be delivered based on grid frequency 
measured at the load point and hence no communications 
are necessary to provide the service.  This has useful 
implications regarding cyber security, fault tolerance and 
self-healing properties on the grid, as well as cost. 

1.4. Carbon Saving 
In providing fast response (regulation) services to the grid, a 
large generation plant is operated below peak thermal 
capacity.  By removing the requirement for this plant to 
provide regulation, it is possible to improve the operational 
efficiency of the “grid machine”. DOE commissioned a 
report4 by Kema showing the emission reductions obtained 
by replacing large plant regulation service by flywheel 
based energy storage systems.  Similar UK studies5

1.5. US Grid 

 indicate 
that using load side response services will reduce the total 
stack CO2 emissions of the generation fleet by some 
2,000,000 tons annually ( in the region of 2%). 

The US Grid(s) operate using automatic generation control 
(AGC).  This provides for energy balancing to be 
accomplished within a geographical area and avoids some 
problems with transmission constraints / overload across 
area borders.  While a plant failure will instantaneously 
reconfigure transmission energy flows, the AGC signal 
strives to re-balance the energy within the area and maintain 
the cross area border energy flows.   
Examination of the AGC signal from PJM’s territory shows 
the strong correlation of the AGC signal and grid frequency. 
While the grid frequency is identical across a synchronous 
grid (excepting instantaneous phase) and an energy 
balancing service can be provided, in the US it may be 
necessary to provide area balancing control. 
 

4 DOE Beacon Emission Report 
5 Second DECC DD Report 

2. OVERVIEW AND INTRODUCTION 

2.1. Overview 
In this paper the authors show results from RLtec’s patented 
dynamic demand control algorithm "RL++", implemented 
in domestic refrigeration via the Energy Balancing 
Controller (EBC). RL++ is a development of the original 
FAPER6

The paper is divided into three parts. In the first, an 
approach to measuring response-regulation performance of 
an individual appliance is introduced, based on results from 
simulating the behavior of large-scale fridge populations 
and generator-style tests of response performance. In the 
second, first laboratory results and performance indicators 
from a real fridge-freezer implementation of the controller 
are shown. In the third part a prototype device and data 
system developed by the authors for field trial studies of 
such ‘smart appliances’ is described. 

 control algorithm and incorporates a probabilistic 
approach to the response triggering mechanism. For 
proprietary reasons full details of the algorithm are not 
given here.  

2.2. Introduction 
An issue in providing dynamic demand from small-load 
appliances is the value attendant in such a process. A natural 
question concerns how two similar appliances compare in 
the response-regulation service offered by populations, and 
how such a comparison may be made. The UK grid 
operator, National Grid, has defined a test protocol for 
generators which may be applied to laboratory-scale (but 
“large enough”) populations of frequency response-enabled 
appliances, and measures expected population performance 
under a range of frequency inputs. Laboratory requirements 
for this process of testing are extensive. 
In simulation work with refrigerators, the authors introduce 
the concept of a per-unit "response capacity" rating, simply 
obtained from fridge cycle data under normal operation, and 
demonstrate that it corresponds to the expected population 
response in laboratory testing designed for generator 
assessment. The novelty of the work here is to examine how 
a response regulation service provided by a population may 
be quantified by examining the thermal behaviors of a single 
device. Projected results on how the response capacity is 
altered by day-to-day variation of grid frequency (a “lab-to-
field factor”) are given. 
The authors have successfully implemented dynamic 
demand in a popular fridge-freezer model currently on sale 
in the UK and are working with the UK grid operator to 
bring the technology into the response regulation market. In 

6 Schweppe, F.C., Tabors, R.D., Kirtley, J.L.,Outhred, H.R., Pickel, 
F.H., Cox, A.J., “Homeostatic Utility Control”, IEEE Transactions on 
Power Apparatus and Systems, vol PAS-99, no.3, pp 1151-1163, May 
1980 
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implementing the technology in a real fridge controller 
(the Energy Balancing Controller, or EBC), initial 
measurements of the response capacity are reported, and 
implementation issues discussed. Further results in this 
direction are planned in a large-scale field trial of 
domestic refrigerators in the UK.  
A challenge in conducting field trials for smart appliances 
is the requirement for a communications interface to the 
appliance, and for an extensive data network. Any 
communications interface should be CE-approved and 
relevant service data should be taken unobtrusively from 
the home, without interfering with normal usage patterns. 
The authors describe their development of a unique 
monitoring product and data collection service for the 
purpose of trialing smart grid appliances. 

3. A SIMPLE FRIDGE MODEL 
RLtec’s dynamic demand controller (DDC) is modeled in 
a static,  two-compressor fridge-freezer implementation. 
This is the simplest implementation of the technology and 
provides a solid starting point for an investigation into 
service provision from domestic refrigeration. Two 
outcomes of the modeling work are 

• characterization of fridge population load 
response to standardized UK grid library 
“events” in the same style as for generators 

• identification of individual fridge time constants 
for a-priori “name-plate response capacity”. 

3.1. Fridge Model Description 
The cooler and the freezer are each modeled as two thermal 
blocks, with heat extracted from the evaporator block when 
the compressor is on. There is thermal contact between the 
evaporator block and the cavity block; and between the 
cavity block and ambient surrounding. Any heat transfer 
from the cavity takes place by conduction to and from the 
evaporator and ambient surroundings.  
Control of the cavity temperatures (cooler and freezer) is 
performed by a hysteresis loop associated with each 
compressor. For the cooler and for the freezer there are 
therefore two threshold temperatures: cut-in > cut-out; the 
difference between cut-in – cut-out is 1˚C. See Figures 3 
and 4 for model output. 
 
 
 
 
 
 
 
 
 

Figure 3. Thermal model of temperature curves for 
fridge cooler cavity and evaporator box. 

 
Figure 4. Thermal model of temperature curves for 
fridge freezer cavity and evaporator box. 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 339



 

3.2. Dynamic Demand Control 
RLtec’s implementation of dynamic demand, the Energy 
Balancing Controller (EBC), features a control algorithm, 
RL++, designed to work alongside the existing fridge 
controller, providing as output a switch recommendation to 
the controller when the grid demands it. The switch 
recommendation is the output of a logic which compares 
grid frequency to an internal, dynamically-defined trigger 
frequency; it is a Boolean variable which requests (or not) a 
change of state in the compressor: from on to off, or off to 
on. If grid frequency exceeds the trigger-on frequency of 
any fridge that is off, or – conversely - if grid frequency 
falls below the trigger-off frequency of any fridge that is on, 
the RL++ control will recommend a change of compressor 
state. Trigger frequencies are spread in a range around the 
nominal frequency of the grid (50 Hz in the UK) and are 
defined by a probability density over the range of definition. 
An illustration of the interaction is given in Figure 3.2. The 
algorithm receives as input the instantaneous grid frequency 
in Hz; the current compressor state of the fridge and the % 
responsive load availability, RLA. 

In the model the control algorithm is represented by a 
Simulink block, where frequency input is a user-defined 
workspace variable. Its output switch recommendation is 
fed directly to the existing compressor control from the 
previous section. 

Figure 5.  The Energy Balancing Controller (EBC) as an 
interaction between fridge thermostat control and 
responsive load algorithm RL++.

 

3.3. Responsive Load Availability (RLA) 
The DDC algorithm receives a signal from the fridge 
indicating its percentage willingness to switch: the 
responsive load availability, (RLA). If the fridge is warm, 
the compressor is unwilling to switch off but very willing to 
switch on, although only one ‘willingness’ is relevant, 
depending on the state of the compressor.  
 

 
Figure 6. Responsive Load Availability calculated from 
temperature in hysteresis control. 
 
In the example of the simple hysteresis control loop, the 
fridge cooler / freezer RLA is given by a linear interpolation 
of the cavity temperature between its cut-in and cut-out 
thresholds.  

In this implementation the meaning of the RLA % reverses 
orientation when the compressor is on: 

 

RLA_ON = RLA   when CMP = 0 
  =  0  otherwise. 
 
RLA_OFF = 1 – RLA  when CMP = 1 
  =  0  otherwise. 
 
The availability signal is designed so that there is no 
contradiction between DDC switch recommendations and 
the fridge temperature protection: where there is zero 
availability to switch, no recommendation to change 
compressor state is made.
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4. MEASURING RESPONSE IN FRIDGE 
POPULATIONS 

The behavior of a population is obtained in simulation by 
running many individuals in parallel, subject to the same 
frequency input. The aggregate total load is summed in 
output. The model is “open loop”: the assumption is that the 
number of fridges is small enough for the effect of fridge 
load variation on the grid frequency signal itself to be 
negligible; this form of model is also more suited for 
generator testing methods and for calibration against fridge 
laboratory population data. 

4.1. UK Grid Frequency Injection Tests for Generators 
The UK grid operator, National Grid, has defined a series of 
standard frequency inputs for the purpose of generator 
testing. The frequency inputs are designed to test the speed 
and duration of response regulation service provided, as 
well as the absolute amount (in kW) delivered over the 
period of regulation. An ideal response regulation “engine” 
will start responding to frequency events within 2 seconds, 
attain maximum response provision within 10 seconds and 
maintain the response provision (in decrease or increase of 
generation / load) for 30 minutes. Treating fridge 
populations as generators, response capabilities are assessed 
by examining total fridge load responding to grid frequency; 
the sign of the power-to-frequency relationship is inverted 
to reflect the demand vs supply nature of service provision. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  Figure 8(a). Maximum high regulation. 
   

4.1.1. Generator Tests and Response Matrix 
Frequency input profiles are as shown in Figure 7. 

 
Figure 7. Frequency input profiles for generator 
response testing. 
 
Change in population load is measured from time zero – the 
instant the frequency begins to move away from 50 Hz. 

4.1.2. Maximum High Regulation 
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  Figure 8(b). Maximum high regulation. 

 

4.1.3. Maximum Low Regulation 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

   Figure 9(a). Maximum low regulation. 
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   Figure 9(b). Maximum low regulation. 

4.2. Forty-year “Worst Case” 
 

grid frequency (Hz)

2000 fridge 
load (kW)

 
Figure 10. Response regulation provided by 2,000 
fridges, simulated against a worst case 

The frequency injection profiles defined as test cases by 
National Grid are zero probability events on the grid. A 
theoretical fridge response to the worst case in forty years of 
UK grid operation is attached.  
2000 fridge-freezers with two 50kW compressors are 
modeled with inertial temperature dynamic (much of the 
temperature cycle is outside of the ‘available’ range) 
provide a proportionate response, dropping from a 
characteristic population load level of around 60 kW to a 
level of 30kW: approximately half of the fridges that are on 
are available to switch off, or 15% of the total population. 
This is in line with the results seen in the generator testing  
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

profiles, where approximately 13-14% respond (see Figure 
9). 
Note that fridges are modeled in an “open-loop” situation.  
The algorithm is designed to recover energy once the grid 
frequency is within limits.  Any energy storage system 
(including batteries) is required to recover its net energy 
position.  Closed loop grid modeling with National Grid is 
in progress. 
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5. RESPONSE CAPACITY IN A SINGLE FRIDGE 
To assess the response regulation provided by any given 
brand of fridges using the standard generator testing 
procedure outlined in 4.1., it is necessary first of all to work 
with a manufacturer to implement the technology in a lab-
scale population of production-line refrigerators; to isolate 
the fridge population from the mains and supply power via a 
frequency inverter or otherwise simulate the frequency that 
the lab population receives as input ‘grid frequency’; finally 
to measure power on the circuit over standardized frequency 
injection profiles in order to generate results as shown in 
simulation in Figures 4.1.2 (a) – (d). 
Here a simple method of examining the thermal 
characteristics of operation for a single fridge is proposed as 
an alternative way to measure response. The method is valid 
for response estimation under identical lab test conditions as 
the generator tests: i.e. the test frequency ‘event’ follows a 
period of operation at nominal frequency where fridges are 
cycling normally, and requires the same level of lab-testing 
as a standard energy efficiency rating.  
The statistical properties of the RLA ‘availability’ signal 
calculated from temperature data are characterized to obtain 
a response capacity rating. It will be shown that, via a linear 
response model, the response capacity rating is a per-fridge 
equivalent of the generator tests described above. A-priori 
response capacity estimation is particularly useful for 
manufacturers, as an assessment may be carried out and a 
relative value attached before the main work of 
implementation. 

5.1. Availability Time Averages and Response 
Capacity 

Each load-bearing device fitted with RLtec’s dynamic 
demand control technology, RL++, reports a load 
availability signal, RLA, to the RL++ controller. The RLA 
signal is a percentage value and indicates the willingness to 
switch on/off of the device, as described in 3.2.1. In general, 
a device will have an ON period followed by an OFF period 
as part of its normal operation. For some part of the ON 
period the device will be willing / available to switch OFF. 
Conversely, for some part of the OFF period, the device will 
be available to switch ON. For a static fridge controlled by a 
hysteresis over temperature thresholds a typical RLA signal 
is as given below. 
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Figure 11. Responsive Load Availability. 
 
From the RLA signal the following two time average 
quantities are defined: 
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+
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With the ergodic assumption that the fridge population is 
spread uniformly throughout possible temperature states, the 
available proportions will determine the expected maximum 
response regulation provision in a population of fridges. 
Assuming that the fridge has an average load rating of X 
Watts, define the maximum response capacity, 
RCAPHIGH/LOW, for a single fridge as the expected change 
in power consumption, measured in Watts, due to high or 
low frequency response regulation: 
 
RCAPHIGH = αX Watts 
RCAPLOW = βX Watts. 
 
Over a population of N fridges, the maximum expected high 
(low) response, RHIGH

max(N) (RLOW
max(N)), when grid 

frequency moves from nominal to the upper (respectively 
lower) limit of the trigger frequency range, is given by 
 
RHIGH

max(N) = RCAPHIGHN Watts  
RLOW

max(N) =  RCAPLOWN Watts. 
 
Under standardized environmental conditions (in the lack of 
any other environmental perturbation, α and β will depend 
on ambient temperature and the thermal mass of fridge 
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contents) RCAPHIGH/LOW can serve as nameplate response 
regulation ratings. 

5.2. RL++ Linear Response Model 
For frequency events of intermediate size, the response of 
the N-fridge population is given proportionately from the 
maximum expected response defined in the previous 
section. 

E.g. if trigger-frequencies are spread ±0.5 Hz (above and 
below nominal), and |Δf| ≤ 0.5, the expected response of the 
population is given as follows: 

 
RHIGH

Δf(N) = RHIGH
max(N)  (Δf / 0.5) 

RLOW
Δf(N) = RLOW

max(N)  (|Δf| / 0.5). 
 
 
The fridge model detailed in Section 4. is run for a single 
fridge at an ambient temperature setting of 21˚C (as an 
assumed average UK room temperature) to estimate 
response capacities α and β. The linear model of response is 
shown in Figure 5.2.1. Against the linear model, simulated 
response is shown for a population of 1000 fridge-freezers. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  
 
  
 Figure 12. Linear model of response regulation. 

β
% comp.
rating 

α
% comp.
rating 

α ≈ 24 %
β ≈ 18 %
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6. UK MARKET FRIDGE 
Indesit is the market leader in supplying fridges in the UK, 
with a share of 37% at Q2/2009 (GSK source). They are 
supplying RLtec with frost free fridges implementing the 
EBC controller. The fridge is fitted with an enhanced 
controller board which has been engineered to allow 
measurement of grid frequency to better than 1 mHz 
resolution; the EBC function is programmed into the 
existing firmware. The appliance is fully approved and 
qualified with CE marking and is manufactured alongside 
normal appliances in the Indesit manufacturing plant. 
A “frost free” refrigerator is composed of 2 cavities (fridge 
and freezer) and its main components are: 

• an on/off compressor and evaporator which 
represent the thermodynamic circuit;  

• a fan blowing air from evaporator both to fridge 
and freezer cavities; 

• a damper, i.e. a valve controlling air flow to the 
fridge cavity; 

• a heater to defrost the evaporator as soon as the 
frost amount becomes critical for cooling 
efficiency. 

This kind of machine has improved performance in terms of 
food quality, preservation and energy efficiency but - from 
the technical point of view of this project - they are more 
complex:  the freezer is coupled with the fridge and a single 
compressor is used to reach two independent temperature  
targets. 
 
The responsive load availability (RLA) signal in the case of 
the simply-modeled, single compressor-single cavity fridge 
described in the last section is computed as a percentage of 
probe temperature between the extreme limits given by the 
thermostatic thresholds. For this reason it can be interpreted 
as a measure of the thermodynamic state and used as an 
estimator of the availability of the fridge to switch on or off 
the compressor.  
In the case of the real, no-frost appliance, the overall 
principle is still valid. Nevertheless, specific design has 
been provided to cope with coupling effects between fridge 
and freezer cavities which prevent the single compressor-
single cavity relationship to be always true. Questions like: 
which temperature represents the current thermal state of the 
frost free appliance? is it always true that maximum 
temperature corresponds to a reasonable availability to 
switch on the compressor? are rising temperatures always 
connected with compressor off states? Many others have 
also been faced and addressed during the design, 
additionally taking into account the two main control modes 
of the appliance (Eco and Normal); and setting up logic for 

enabling dynamic demand control while ensuring correct 
thermostatic behavior of the fridge. 

6.1. Lab Set-Up 
The algorithm has been designed and tested experimentally 
both during the control logic design phase by means of an 
Hardware In the Loop (HIL) architecture and during the 
firmware design and validation by the A.I.D.A. Indesit 
software tool.   
 

 
Figure 13(a). HIL set-up schematic.   
 

 
Figure 13(b). AIDA set-up. 
 
The Hardware In the Loop architecture (see Figure 13(a)) 
has been set up by interfacing a PC to a standard fridge 
power control board via Indesit communication dlls. The 
fridge in this case has been powered by grid and the 
frequency patterns have been simulated. A Matlab/Simulink 
control algorithm implementation running on the PC reads 
the temperatures for both fridge and freezer cavities, the 
loads status (compressor, fan, dampers, heaters) along with 
other needed variables (like door status). It then computes 
the responsive load availability (RLA) and the requests to 
switch ON/OFF the compressor and actuates them 
according to the main thermostatic control algorithm too.  
Once the new power board with the frequency measurement 
circuit and EBC have been designed, the A.I.D.A. Indesit 
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software tool (see Figure 13(b)) has been used to log data 
useful for response analysis. An inverter has been used in 
order set the prefixed frequency patterns power supply to 
the fridge.  
During tests performed in both set-ups, RLA computation 
has been tested and fridge response analysis has been 
addressed in several environmental conditions. In order to 
analyze responsiveness, a baseline at 50.000Hz has been 
used with 5 minutes injections at 49.500 Hz (LF injection) 
and 50.500 Hz (HF injection). 
 

 
 Figure 14(a). Response over cooling phase. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 Figure 14(b). Response over warming phase. 
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In Figure 14(a), a LF injection is applied. As consequence 
the fridge responses switching off the compressor earlier if 
compared to the thermostatic needs. As shown in 3 indeed 
the compressor is switched off before the fridge temperature 
reaches the Fridge CutOff threshold. 
In Figure 14(b) a HF injection is applied. As consequence 
the fridge responses switching on the compressor earlier if 
compared to the thermostatic needs.  Please note that in this 
case both fridge and freezer temperatures have been plotted. 
As shown in Figure 6.1.4 indeed the compressor is switched 
on before the fridge or the freezer temperature reaches their 
relevant Cut On thresholds. In the case of freezer the effect 
of switching on the compressor reflects immediately on 
temperature (indeed freezer temperature decreases) whereas 
the damper close state prevent fridge from cooling, even if 
the compressor has changed state.  
In both cases the response is at a high value till the 
compressor change state due to the thermostatic controller. 

6.2. Response Capacity Values 
Response capacity is estimated from laboratory data over 
normal fridge cycling (with the frequency response function 
disabled). The purpose is to estimate initially the response 
capacity of a real fridge under laboratory conditions as a 
reference value for later comparison with field 
measurements (see later discussion of the field trial). 
It should be stressed that laboratory response capacity 
values are deeply connected with appliance thermodynamic 
behavior and depend directly on the operation condition 
selected (such as control mode, temperature set point, 
ambient temperature surround, load condition of the fridge 
etc).  
In order to identify reference values, a study has been done 
in both cases of Eco and Normal modes, with set 
temperatures of +5°C for the fridge and -18°C for the 
freezer.  

Figure 15(a). Regulation capacity to switch OFF. 

 

 

Figure 15(b). Regulation capacity to switch ON. 

Figure 15 shows the capability for response regulation in the 
case of Eco Mode, delivering a low response capacity β = 
40% (a) while the high response capacity α = 38% (b). 
Similar computations have been performed for Normal 
mode with a low response capacity β = 38% and high 
response capacity α = 30%. 
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7. UK FIELD TRIAL SYSTEMS ARCHITECTURE 
With the Indesit frost-free EBC-enabled refrigerator 
described in Section 7, RLtec is conducting a large-scale 
trial of dynamic demand response provided by refrigerators 
installed in homes across the UK.  The purpose of the trial is 
to  

• demonstrate that in-house appliances can provide a 
fast frequency based balancing service to grids; 

• measure the “in-field” service levels;  
• calculate the carbon saving benefits achievable in 

the UK.   
The trial partners are RWE npower, a large European utility 
whose customers are hosting the trial equipment; Indesit, an 
Italian appliance manufacturer with the largest refrigeration 
volumes in greater Europe; and RLtec as system integrator, 
metering and database provider.  The UK’s energy regulator 
OFGEM is acting as a customer for the test data, supported 
by KEMA providing technical overview.  
The programme is being conducted in two phases. The first 
stage is a deployment of 300, single model, fridge freezer 
appliances, together with instrumentation. The second will 
roll-out the technology in additional model types to test 
service variability in differing model and configuration 
types.  

As part of the trial, RLtec is instrumenting the fridges in 
order to conduct large-scale data analysis. This 
instrumentation is not necessary for service provision 
(frequency regulation) but will provide all the necessary 
information to measure the “in-field” service levels and 
associate a carbon-saving value to each fridge. 

7.1. Remote Energy and Data Monitor (READm) 
RLtec has designed a platform product which is able to 
interface to internal data on the fridge control electronics, 
measure the fridge power consumption and communicate 
this data via the internet to a server-based database.  
READm is effectively a Smart Meter product and can 
support a variety of interfaces and protocols as necessary to 
enable effective and accurate real time monitoring of 
appliance sample population.    The control electronics is a 
platform product across the Indesit PRIME appliance range 
and hence it will be possible to deploy the techniques across 
a variety of appliances.  
For the initial trials, the READm uses mains signaling to 
communicate via a home plug into the household router.  
Wireless communications using any Smart Meter protocol is 
also possible. 

7.2. End-to-end System 
The physical disposition and functional decomposition of 
the system is shown below and the main elements comprise: 

1. Appliance with hardware key 
2. READm – Remote Energy and Data Monitor 
3. HTTPS Data Collection Server 
4. SQL Database Service 
5. RLtec Custom Analysis Tools 

7.3. Recorded Data and Analysis 
The data available internally within the fridge is 
comprehensive and Table  lists the data available.  The data 
is sent via two services: (1) event driven, for example 
compressor motor state changes and (2) polled, for example 
every minute.  This allows for real-time monitoring of 
important parameters and allows for second by second 
measurement of availability information and power 
consumption. The data set recorded for the trial will have a 
total size greater than one terabyte. The main analysis will 
be to ascertain the energy balancing service provided to the 
grid from the appliance population, as a function of seasonal 
factors, fridge usage patterns and/or time of day. Using this 
information the carbon savings potential of an EBC-fitted 
domestic fridge population will be quantified. 

Figure 16. Data system architecture.
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Table 3.  

 
 
 
 
 
 
 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

name description units 
data 
min. data max. resolution accuracy 

Mirror buffer 
displacement 
(bytes) 

Microcontroller Data 
Type 

Fridge variables                 

Cooler                 

CoTCa 

Cooler 
cavity 
temperature ˚C 0 40 0.1 tbd 0 signed word (16 bits) 

CoDmp 
Damper 
state true/false 0 1 N/A N/A 8 unsigned char (8 bits) 

CoSpvCa 
Cooler 
cavity 
Supervisor 

none 0 216 - 1 n.a. n.a. 10 unsigned word (16 bits) 

CoDS 
Cooler door 
state true/false 0 1 N/A N/A 16 unsigned char (8 bits) 

CoTLev 
Cooler 
temperature 
level ˚C 

0 255 1 n.a. 17 unsigned char (8 bits) 

Freezer                 

FrTCa 

Freezer 
cavity 
temperature ˚C -30.0 40.0 0.1 tbd 2 signed word (16 bits) 

FrTEv 

Freezer 
evaporator 
temperature ˚C -50.0 40.0 0.1 tbd 4 signed word (16 bits) 

FrCS 
Compressor 
state true/false 0 1 N/A N/A 6 unsigned char (8 bits) 

FrFan Fan State true/false 0 1 N/A N/A 9 unsigned char (8 bits) 

Heater Heater State true/false 0 1 N/A N/A 7 unsigned char (8 bits) 

FrSpvCa 
Freezer 
cavity 
Supervisor 

none 0 216 - 1 n.a. n.a. 12 unsigned word (16 bits) 

FrTLev 
Freezer 
temperature 
level 

none 0 255 1 n.a. 18 unsigned char (8 bits) 

Global                 

VrSpvCa 
Virtual 
cavity 
Supervisor 

none 0 216 - 1 n.a. n.a. 14 unsigned word (16 bits) 

PrbWarn 
Probe 
warnings none 0 255 n.a. n.a. 19 unsigned char (8 bits) 

LoadsWarn 
Load 
warnings none 0 232 - 1 n.a. n.a. 20 unsigned long (32 bits) 

ACLine 
Line Voltage 
(RMS) V 0 32767 tbd tbd 24 signed word (16 bits) 

RL++ variables                 

RLA RLA % 0.0 100.0 1.00 0.50 36 unsigned word (16 bits) 

CoRLA Cooler RLA % 0.0 100.0 1.00 0.50 38 unsigned word (16 bits) 

FrRLA Freezer RLA % 0.0 100.0 1.00 0.50 40 unsigned word (16 bits) 

GF 
Grid 
frequency Hz 49.0 51.0 0.001 0.001 28 unsigned word (16 bits) 

CF 
Central 
frequency Hz 49.0 51.0 0.001 0.001 26 unsigned word (16 bits) 

HD High dice none         32 unsigned word (16 bits) 

LD Low dice none         30 unsigned word (16 bits) 

TrigF 
Trigger 
frequency Hz 49.0 51.0 0.01 0.01 34 unsigned word (16 bits) 

External variables                 

Cl 
Real time 
clock s 0.0 62899200.0 1 0.1     

TAmb 
Ambient 
temperature ˚C -10.0 40.0 1 1     
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7.4. Interoperability Challenges  
A number of choices presented themselves in the 
construction of the comms interface and the development of 
the READm solution. These choices are listed below. 

7.4.1. Home gateway to database 
• household ADSL modem   RLtec choice 
• electric meter 
• specific home energy box 
• radio modem to mast and then internet (e.g. Sensus 

Flexnet) 
 
RLtec judged that a large proportion of homes available for 
participation would have an ADSL or other modem with 
wired internet input and the use of homeplug device 
provided very reliable high speed low cost comms.  We note 
that some ADSL modems now have mains signalling built 
in (BT in the UK has this for their BT Vision product for 
home video delivery) and the desire of Telcos to offer video 
media into the home may represent a future data pipe for our 
industry. 

7.4.2. Energy  monitor to gateway 
• Radio (e.g. .Zigbee) 
• Mains signaling (e.g. homeAV) Rltec choice 

 
RLtec selected mains signalling, HomeAV, primarily for 
certainty and avoiding multipoint relays that may be 
necessary with home installations.  For the trial speed and 
risk were main drivers and cost not so important.   

7.4.3. Energy monitor to Smart Appliance 
• Radio 
• Wires (e.g. RS232) RLtec choice 
• Other (e.g. Infrared) 

 
Indesit already supported RS232, as a platform interface 
across ALL their controllers in many appliance types, as 
part of the field maintenance and development debug, with 
much invested in the support tools and software. 

7.4.4. Other issues 
  1. There is much debate on security. Clearly RLtec 
needs to secure this energy service for cyber security and 
some simple preventative measures have been taken. 
Security is expected to harden as standards develop and 
RLtec welcomes the focus in the US on this important 
component of Smart Grid. 
2. We note that work is being done in Europe to standardise 
appliance interfaces and encourage further development of 
international standards to allow delivery of energy and other 
services with appliances. 

3. READm is essentially a home energy monitor device and 
the development team in RLtec have cross industry and 
continent experience of electricity meter design issues.  
READm was developed as a platform product with 
expansion capability to support other interface options. It is 
clearly a Smart Meter as it does not have a display! We have 
chosen to use Microsof primarily driven by the data 
handling aspects required and ease of re-using type 
definitions across READm and database.  There have been 
issues with these tools requiring large memory processors 
and we suspect that either Microsoft will improve their tools 
to allow targeting of smaller memory devices, or silicon 
geometries shrinkage (Moore) will allow the chip vendors to 
offer increasingly more capable processor products at low 
pricing. 
 
4. Our database is complex and has many more variables 
than normal metering data.We note standardisation of the 
meter information e.g. ANSI C12, and this will be an 
interesting area for development of standardisation to 
support energy services. 
 
We should congratulate all the design teams involved in the 
delivery of this cross disciplinary project who made it 
possible: (1) Indesit design team, Fabriano, Italy; (2) Sentec 
Ltd, Cambridge UK; (3) dotNetsolutions Ltd, Windsor, UK; 
(4) Design Edge, Cambridge UK; (5) Effekta, Luton, 
UK...and not least the in-house RLtec team.  
 
We'd like to thank RWE nPower for their support; together 
with Department for Energy and Climate Change, Ofgem, 
the UK Energy Regulator and Kema providing carbon 
consulting support. 
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8. CONCLUSIONS AND FURTHER WORK 

8.1. Summary 
In simulation and in the laboratory the authors have shown 
that autonomous EBC-fitted smart appliances can provide 
the response-regulation service of generators, with 
frequency response measured and verified in the same way. 
Extensive laboratory requirements  for generator-type 
testing of appliance populations, and manufacturers’ need 
for a-priori assessment of relative value in EBC 
implementation mean that it is beneficial to use the response 
capacity rating developed here as a generator-test 
equivalent. A linear model or “rule of thumb” from 
measured response capacity ratings can be used to estimate 
or predict response to frequency events of any given size 
and complete the response matrix required by the UK grid 
operator. 
Field trials of domestic smart appliances require extensive 
data networks and appliance-targeted communications 
devices. The READm and data system architecture 
developed for the EBC-fridge trial provide a valuable tool 
for future work both in instrumentation but also control of 
load applications. 

8.2. Further Work 

8.2.1. Lab-to-field factor in response capacity 
measurement 

Initial estimates from simulation data with input day-to-day 
grid frequency indicate a 1-2 % increase in availability time 
averages α and β when moving from the lab to the field. 
This doesn’t take account of field effects such as population 
distributions in fridge content, door openings over time and 
ambient temperatures. 
Using the data gathered in the field trial, analysis will be 
carried out on the availability data to estimate lab-to-field 
effect on response capacity. The inclusion of different fridge 
models in the trial will permit a comparison of response 
performance in devices with different lab-measured 
response capacities. 

8.2.2. Verification of linear model in the field 
The improvement in availability time averages α and β over 
a varying frequency signal may be at the expense of the 
RLA distribution: one might expect the ‘very available’ 
fridges, with RLA_ON, RLA_OFF > 50%, to be eroded 
from the population, and a corresponding over-population of 
the less-available fridges (RLA_ON, RLA_OFF < 50%) to 
occur. The linear response model using estimations of α and 
β depends to some extent on a uniform distribution of fridge 
availability (RLA) signals.  
Recorded grid events will be used to assess the validity of 
the linear response model of RL++ in the field. 

8.2.3. Other applications of READm and data system 
The data set being logged over the course of the field trial, 
and the system architecture itself will be of use in other 
applications. For example, it will be possible to measure the 
true in-home energy efficiency of an appliance. It may also 
be possible to test behavioral warnings and messaging. For 
example, specific services can be run on the data collection 
server that would provide the appliance user warnings 
regarding door opening or perhaps general energy use, or 
misuse of the appliance settings.  For example the in-home 
energy use could be measured and a warning with 
recommendation sent when abnormal or high energy use 
patterns detected. 
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1. I NT R ODUC T I ON  

1.1 The “smart grid” and the energy economy 

The smart grid may indeed be the key to a new energy 
economy—and a new national and global energy economy 
may offer the key to addressing significant global problems: 
national security, oil addiction, war, the economy and jobs, 
climate change and global warming, pollution, 
transportation architecture and economy, and international 
trade and commerce. This paper deals with the role of home 
(and small building) electronic systems and premises 
equipment in the evolution of the smart grid.   It is there, at 
the end-point or delivery-point of the grid, where the actual 
use—as well as potentially also generation and storage—of 
electricity occurs.   

1.1.1 Renewable and sustainable sources 

Oil costs, coal pollution, and the successful development 
and mass deployment of wind and solar technologies in 
various parts of the world have raised public interest in 
moving more generation to renewable and sustainable 
sources. Consumers have shown that they support 
renewable energy sources—and would pay extra for them.  
As small-scale solar photovoltaic (PV) panels and small 
wind turbines—“micro-generation”—become more 
economical, consumers and communities are increasingly 
expecting to include them in their local energy mix.  
However, there are significant limitations.  Wind and solar 
are unpredictable and hard to store.  This has posed a 
dilemma for consumers and utilities in integrating these 
sources to any significant extent.  New technical approaches 
such as demand response (DR), new electricity pricing 
protocolsi

 

, premises energy management systems, and smart 
appliances offer a partial solution to the incorporation of 
renewable energy. 

 

1.2.2 Defining the smart grid 

One generic functional definition of the smart grid describes 
it as “an intelligent, auto-balancing [supply and demand], 
self-monitoring power grid that accepts any source of fuel 
(coal, sun, wind) and transforms it into a consumer’s end 
use (heat, light, warm water) with minimal human 
intervention.”ii

Wind and solar energy are inherently distributed in time and 
space.  Although centralized utility-scale wind or solar 
plants are an obvious approach, distributed generation offers 
a promising future path because these sources and their 
technologies are inherently scalable, modular, mass-
producible, and economical—and additionally, they can 
provide security through independence and redundancy. 
This approach is becoming known as the microgrid

   This definition provides a good starting 
point.  But where does this intelligence reside and how can 
the auto-balancing and self-monitoring be done?  Part of 
that answer will lie in the home.  This is the subject of this 
paper. 

iii

1.2.3 Home and small building systems 

—
where energy is largely produced, stored, used, and traded 
locally in a community among “smart” users—smart homes, 
smart appliances, smart thermostats, smart plug-in cars, etc.  
Ultimately, from the local perspective, the larger power grid 
beyond becomes a back-up rather than the main source of 
energy.   From the utility perspective, their customers 
become their major generating source, back-up storage, and 
their means of load-shaping and supply-demand balancing. 

The technological and commercial environment in homes 
and buildings is diverse and complex.  The suppliers, 
sources, and standards are many, encompassing such 
industries and markets as consumer electronics, home 
appliances (“white” goods), heating and cooling equipment, 
lighting, homebuilding, mortgage lending—and now, 
automobiles and solar PV.  As new energy-saving systems 
and equipment attempt to enter this market, these diverse 
products increasingly need to work together as a coherent 
system—and work with the electric supply.  The challenges 
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of a diversity of communication standards and their lack of 
interoperability present formidable barriers. 

This paper describes certain promising approaches to these 
interoperability and home system integration challenges that 
have been adopted or are presently being undertaken as 
information technology standardization projects.  These 
standards have been included in the NIST smart grid 
roadmap.  

1.2.4 Scope 

The standards specifically of interest here concern the 
communication architecture needed to support the smart 
grid concept in the home-to-grid or building-to-grid 
interface domain.  This discussion examines certain key 
HES technical standards that support interoperability.  It 
deals primarily with the Technical and some Informational 
interoperability categories including syntactic and semantic 
network interoperability.  Although the paper is primarily 
targeted at a technical audience, it also covers related 
business, regulatory and policy issues. 

2. H OM E  E L E C T R ONI C  SY ST E M  (H E S) 
ST A NDA R DS 

The Home Electronic System (HES) is a broad set of 
information technology standards relevant to consumer 
residential and small building environments being 
developed by the International Organization for 
Standardization (ISO) and the International Electrotechnical 
Commission (IEC) Joint Technical Committee 1 (JTC1) for 
Information Technology.  HES includes standards for 
specific home network communication protocols as well as 
those related to systems or applications (e.g., safety, 
security, system management, building automation, 
taxonomy, terminology, etc.).  Although several specific 
communication protocols used in home and building 
systems have been standardized under HES (e.g., 
LonWorks, KNX, Echonet, UPnP, IGRS, etc.), it is 
unrealistic to expect that any protocol will dominate in such 
a diverse and rapidly advancing technical marketplace.  As a 
result, HES has focused on a means of making these 
protocols and systems interoperable with each other without 
modification.  This means include standards for 1) achieving 
product interoperability, 2) building gateways, and 3) 
energy management. 

Technical standards for Interoperability Guidelines 
(ISO/IEC 18012) and for a Gateway (ISO/IEC 15045) 
implementing such guidelines for communication among 
and between diverse of home networks and external 
networks have been initially established and are included in 
the NIST interoperability roadmap.  Work is currently 
proceeding on additional parts of these standards to identify 

and accommodate specific application areas of importance 
to emerging smart grid services.    

One such application area includes energy management 
application processes that will support the on-premises 
generation, storage, and use of electricity, as well as 
facilitating demand response and coordination with utilities 
and with other grid users in a microgrid configuration (e.g., 
real-time pricing protocols). Model of an energy 
management system for HES (ISO/IEC 15067-3) that is 
intended to show how energy-related premise devices and 
applications can be managed. 

3. I NT E R OPE R A B I L I T Y  ST A NDA R D—
I SO/I E C  18012 

The widespread development of many national and regional 
home automation specifications, some standard and some 
proprietary, necessitates a mechanism for interoperability. 
Interoperability ensures that products from multiple 
manufacturers (potentially implemented using different 
automation systems) can interwork. It is desirable that 
devices needing to interwork do so seamlessly to provide 
users with a variety of integrated applications without 
modification of their underlying protocols. 

ISO/IEC 18012-1 Home electronic system–Guidelines for 
product interoperability–Part 1: Introduction provides an 
introduction to the basic approach and to system issues such 
as safety, management, and operation.  Part 2: Taxonomy 
and lexicon provides a descriptive mechanism at the 
application level, so that there is a common way of 
describing applications in any underlying system, and an 
unambiguous mapping to key implementation items (e.g., 
data type primitives) to allow for transparent 
interoperability. Application-level interoperability cannot be 
achieved without being able to describe applications. The 
term “product interoperability” should be considered 
synonymous with application-level interoperability, since 
products are developed to implement applications - the 
value of products derives from their applications. 

Work on this International Standard began with an in-depth 
review of the following existing client systems, to 
understand the various application, interaction, and 
implementation models in use: CEBus, LonTalk, KNX, EHS, 
UPnP, and EchoNet. From that analysis, key similarities 
were identified between the various approaches and 
implementations. Those similarities are primarily in the 
high-level application functions that are being implemented, 
with differences appearing in the details of how the 
functions are represented. In short, there is a great deal of 
semantic similarity between various automation system 
application functions, but significant differences at the 
syntactic level. 
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The approach taken is to create a Common Interoperability 
Framework (CIF) that comprises a descriptive system for 
any home network on three levels: 

Protocol level – the exchange of messages 
Syntactic level – the structure of the messages 
Semantic level – the meaning contained in the 
messages 

This approach is depicted in Figure 1.  The CIF defines a 
specific generic interworking function (GWIF) for each 
client network which then can be used to produces a 
common expression for each message unit using an Abstract 
Intermediate Language (AIL)—a sort of lingua franca of 
home networks.  This common expression is conveyed 
across a common real time “event bus” to second client 
GWIF that carries out the reverse process, rendering an 
equivalent native expression in the second client network.  

GIWF #1
#1AS

System #1

GIWF #2
#2AS

System #2

GIWF #3
#3AS

System #3

GIWF #4
#4AS

System #4

HES Abstract Intermediate Language (AIL)

 

Figure 1 — Common interoperability framework 

 

As new networks are introduced, it is necessary to create a 
corresponding GWIF.  This GWIF may take the form of a 
translation table that might be made available in a 
universally accessible metadata registry for those wishing to 
configure gateways.  This approach avoids the pitfalls of 
depending on proprietary one-to-one gateway/translators 
that may or may not render a translation approved by the 
original network manufacturer.   This approach also lends 
itself to a modular and infinitely expandable method of 
implementation that is “future proof” and network agnostic.  
Such an implementation is the purpose of the Gateway 
standard, ISO/IEC 15045. 

4. G AT E W AY  ST ANDAR D—I SO/I E C  15045 

ISO/IEC 15045-1 Home electronic system–Guidelines for 
product interoperability–Part 1: A residential gateway 
model for HES provides an introduction to the basic 
architecture of the residential gateway and to its functional 
requirements, safety requirements, and privacy and security 
requirements.  Part 2: Modularity and protocol provides a 
specific modular architecture for alternative gateway 
implementations: 

Simple gateway – interconnecting one-to-one 
networks, and is non-expandable 
Multi-network gateway – interconnecting more 
than two networks 
Distributed gateway – interconnecting multiple 
gateway units 

ISO/IEC 15045-2 essentially describes a way to implement 
ISO/IEC 18012-2.  It defines a common event bus or 
“gateway-link” that interconnects the individual network-
specific modules, and the necessary service requirements.  
In the case of the simple gateway, the standard need not 
apply unless future expandability is anticipated.  This 
modular architecture is depicted in Figure 2, showing a 
generic multi-network gateway.  In theory, any number of 
gateway-link modules may be plugged into the common 
gateway-link bus to form an infinitely expandable gateway 
system.  For purposes of illustration, both wide area 
networks (WAN) and home area networks (HAN) are 
shown, but they are effectively the same. 

WAN a
Interface
Module

GL (Gateway Link)

WAN a

WAN b
Interface
Module

WAN b

WAN c
Interface
Module

WAN c

HAN x
Interface
Module

HAN x

HAN y
Interface
Module

HAN y

HAN z
Interface
Module

HAN z

home area networkswide area networks

Domain of HES-gateway

 

Figure 2 — Modular gateway architecture 

Each module carries its network-specific GWIF and enough 
processing power to meet its own service requirements.  The 
gateway-link bus utilizes a form of Ethernet capable of 
meeting the overall service requirements of the gateway as a 
whole, depending on its application.  The modules need not 
be contained in the same box or location.  Figure 3 depicts 
both a centralized and  a distributed gateway (or system of 
gateways). 
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Figure 3 — Centralized and distributed gateway 

architectures 

In summary, this standard shows how to build a gateway out 
of modular building blocks. Other than network-specific 
interface modules, another building block or class of 
modules may be incorporated, known as the service module.  
Such modules do not have a network connection, but do 
have access to the gateway-link and thus to all the interface 
modules and their networks.  This capability is depicted in 
figure 4.  Service modules could be designed for application 
specific functions and could be of any level of complexity.  
On obvious service module application is energy 
management. 

   

WAN  a   
Interf a ce   
Modu l e   

GL (HES-link) Bus 

WAN  a   

Servi c e  
Modu l e   

HAN  z   
Interf a ce   
Modu l e   

HAN  z   

Domain   
of H A N   

Domain of HES Gateway 

HES-link module 

Domain   
of HES - 
gat e way   

 
Figure 4 — Service module 

The following describes the energy management model 
standard which could offer a guide for the design of any 
number of specific energy management service modules. 

5. E NE R G Y  M A NA G E M E NT  M ODE L  
ST A NDA R D—I SO /IEC 15067-3 

ISO/IEC 15067 Home electronic system (HES)–application 
model currently consists of four parts. All parts were 
previously published as Technical Reports. These models 
have been developed to foster interoperability among 
products from competing or complementary manufacturers. 
Product interoperability is essential when using home 
control standards, such as HES. 

Part 1 – Application services and protocol 

Part 2 – Lighting model for HES 
Part 3 – Model of an energy management system 
for HES 
Part 4 – Model of a security system for HES 

Part 3: Model of an energy management system for HES, is 
presently being upgraded from a Technical Report to a 
International Standard at the request of the IEC Standards 
Management Board, Study Group on Energy Efficiency. 
Energy management is becoming an essential part of the 
worldwide development of smart grids. Part 3: Model of an 
energy management system for HES defines a standard for a 
generic energy management system and describes the 
communications services needed. A high-level model for an 
energy management system using HES is presented.  It 
provides an architecture and set of functions for energy 
management systems in homes and small buildings. 

This energy management model envisions a control element 
or agent, known as an Energy Management Agent (EMA).  
This agent could reside in one or more service modules in 
the gateway architecture, or alternatively, it could reside as 
an application/appliance on one or more of the HANs in the 
home.  In any case the EMA could embody such functions 
as communicating externally with utilities or other service 
providers to manage demand response, remote meter 
reading, or correspond with real-time pricing or bidding 
systems.  Internally, EMA could manage electrical loads, 
communicate with smart appliances or displays, etc.  
Following is a list of possible functions or devices that are 
contemplated as components of the Model: 

• smart home appliances, 
• smart thermostats and other sensors, 
• solar PV equipment, and associated inverters, 
• micro-turbines and other generating devices, 
• smart battery charging and discharging devices 

(including plug-in hybrid vehicles), 
• power conditioning equipment (e.g., wave shaping, 

phase synchronization, power factor compensation, 
etc.),  

• metering and power quality logging devices,  
• demand response protocols, and 
• real-time pricing protocols and premises equipment 

responses. 

Demand response is one key element in the concept of the 
smart grid which integrates subsystems for generation, 
transmission and distribution, and customer services to 
improve the reliability and efficiency of electricity systems. 
The smart grid also extends these subsystems to 
accommodate distributed energy resources and demand 
response. A goal of the smart grid is to enable all these 
subsystems to interoperate using information technology. 
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Centralised HES-gateway system 

Distributed HES-gateway system 
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Therefore, this standard is an important contribution to the 
smart grid. 

6. C ONC L USI ON  

As the market develops for energy management products, 
consumer electronics companies, appliance manufacturers, 
and other residential suppliers may offer products that 
combine load management using demand response with 
energy conservation. Energy conservation may offer 
consumer methods for reducing energy consumption 
overall, in addition to reducing consumption at times of 
peak demand. These methods include products and systems 
for electrical generation, storage, and management. Such 
products and systems are located on premises and can 
communicate with other on-premises products and systems 
in order to interoperate as a larger system. Standards for 
these products are anticipated to expand this energy 
management model in future updates.  Examples are 
included in Annex A. 

The HES standards for Interoperability and for the Gateway 
provide important enabling technologies that are market 
neutral and form a platform for an ever expanding inventory 
of energy management options.  Most importantly, these 
standards provide a pathway for the incorporation of 
renewable and sustainable energy sources into the electric 
power grid system and consumer’s homes.  They also offer 
a new set of options to the electric utility industry and its 
suppliers to gain control of their fuel costs, pollution 
problems, and to provide their customers with expanded and 
beneficial services. 

A. APPENDIX 

Potential EMA functions for HES and how they could 
contribute to smart grid demand response: 

A.1 Demand response – hours 

Demand response (hours)—This is conventional DR and it 
is the simplest to understand. This operates over a time scale 
of hours. High-speed communication capability is not 
needed here. The EMA could provide switching control of 
several circuits for smart demand control for appliances like 
refrigerators, air conditioners, etc. The more intelligent 
approach is an EMA that never actually turns any thing off 
or on, but just changes the settings of the thermostats, 
pressures, and other parameters that have immediate large 
impacts on energy use. This form of DR can keep the grid 
from having to start up auxiliary (i.e., marginal generating) 
capacity and more expensive power plants at hours of peak 
use. 

A.2 Demand response – seconds 

Automatic Surge Assist (seconds)—Almost no one seems to 
be talking about this one although it could ultimately save as 
much money as demand response. Every power plant has 
some maximum capability. If the loads ever exceed this 
limit, then the frequency and voltage drops. When such 
changes occur the current drawn by inductive motors 
increases dramatically making the voltage drop even more. 
Since about 40% of the loads on the grid are inductive 
motors, this effect is enough to collapse the grid, which is 
exactly what happens with most power failures. To guard 
against this, the grid must always operate significantly 
below this "red line" to avoid collapse. 

Inductive motors are real machines with inertia so this 
process takes several seconds to a minute to unfold. The 
general move to higher efficiency generally increases the 
percentage of loads that are inductive motors as heating 
elements are replaced with heat pumps, and replacing 
incandescent lights with CFL dramatically reduces the 
lighting part of the load. The EMA could provide this 
automatic surge assist from the energy stored in batteries of 
UPS systems and vehicle-based storage systems. This entire 
surge assist event normally is over within a minute or so and 
the ultimate stored energy drain on the batteries is negligible 
and will have no effect on the life of the battery. Because 
the EMA detects and performs this operation locally, there 
is no need for communication at all, let alone high speed 
communication. 

Responding to surges is the most expensive problem for the 
grid utilities to address since they do not have time to fire up 
extra generators when this happens. Their only solution is 
extra capacity with the main power plants that are in use 
every day. The cumulative effect of this could be as much as 
two times the supply, which relates directly to capital 
expenditures and dwarfs most of the smart grid features that 
are in the spotlight right now. 

A.3 Demand response – milliseconds 

Automatic Power Factor Compensation (milliseconds)—
Again, this is left out of most smart grid plans, but this is a 
very real issue. CFL and LED lights have a power factor of 
about .5 and computers often have a power factor of 
between .7 and .8. The time scale for power factor is 
milliseconds rather than seconds. This directly translates to 
not only the real usable power available from the power 
plant but also the real usable power from all of the power 
lines and transformers in the distribution system. 

Even if the utility compensated for the power factor at the 
power plant or at major power distribution centres, it would 
not provide any help on the distribution lines and local 
transformers. The EMA could incorporate this feature into 
UPS systems and home and office renewable energy 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 357



distributed generation systems at a scale that could totally 
compensate for all problem power factor devices locally. 
This is clearly out of the realm of effective high-speed 
communications and needs to be handled locally by an 
automatic means. This not only saves the grid companies 
money and infrastructure cost, but it improves the wave-
shape of the AC power delivered by the grid. 

A.4 Demand response – minutes 

Local Distributed Renewable Energy Generation with 
Communication (minutes)—This not only puts the 
renewable energy generation on free local real estate, but it 
is generally consumed locally so there is nothing lost to 
transmission. The ultimate energy security aspect of local 
renewable energy generation is endless while the EMA at 
each node could continue to operate if needed. 

Real time communications and control with the grid allows 
for renewable energy to be significant, overcoming the 
present 1% (or less) maximum barrier to implementing solar 
and residential-scale wind power. Aside from the raw value 
of the energy produced, it is hard to put a price on the value 
of energy security, but there are some examples from recent 
weather disasters. Even in the absence of major 
catastrophes, the cost of power interruptions is enormous 
and escalating. 

BIBLIOGRAPHY 

ISO/IEC TR 14762 Guidelines for Functional Safety 
ISO/IEC 14543 HES Architecture 
ISO/IEC 29341 UPnP Device Architecture 

ISO/IEC 15045-1 Home Electronic Systems (HES) gateway 
-- Part 1: A Residential Gateway model for HES 

Biography 

Timothy Schoechle, Ph.D. has been engaged in the field of 
computer an d communication e ngineering, i ncluding t heir 
standardization, for over 30 years, and has been involved in 
communication pol icy for ov er a  de cade. A s a n 
entrepreneur, he was an  ear ly p ioneer i n key technologies 
including microprocessors, U PC ba r codes, R FID tags, 
VoIP, P LC (power-line c arrier), C EBus ne tworking, 
broadband access, and residential gateways. He has written 
and lectured on such topics a s electronic privacy, network 
architectures, Internet telephony, higher education, distance 
learning, te chnical s tandards, p atents, i nnovation, a nd 
intellectual property. 

Dr. S choechle i s a  s peaker an d a uthor o f t echnical 
engineering an d p ublic p olicy p apers at  n umerous 
international co nferences and f orums. H e ad vises 
corporations, l aw firms, a nd g overnments on  s tandards 
policy a nd o n r elated in tellectual p roperty is sues. H e has 

served in many capacities in various standards bodies, 
including chair and secretary, and he presently serves on the 
editorial boa rd of t he J ITSR, a n i nternational scholarly 
journal on standardization research, and as an organizer of 
SIIT, a biennial acad emic i nternational co nference o n the 
same topic. S ince 1 990, h e h as s erved a s t he S ecretary of 
ISO/IEC J TC1 S C25 WG1, th e in ternational standards 
committee f or H ome E lectronic S ystem, where h e al so 
serves a s a t echnical expert representing the United States, 
and as  an  ed itor o f i nternational s tandards d ocuments. H e 
also serves a s Secretary o f JTC1 SC32 (Data Management 
and I nterchange). I n 2006,  h e was ap pointed t o a  s pecial 
standards oversight committee on Intelligent Transportation 
Systems associated with the National Academy of Science. 
 
He holds a B .S. in Administrative Science from Pepperdine 
University, an d an  M .S. i n T elecommunications 
(engineering) and Ph.D. in Communication Policy from the 
University o f Colorado. H is 2009 book , “ Standardization 
and D igital E nclosure: T he P rivatization o f S tandards, 
Knowledge a nd P olicy i n t he Age of  G lobal I nformation 
Technology” focuses o n t he de velopment of t he 
international standardization system and on its current issues 
and dynamics. 

i e.g., grid feed-in tariffs, solar PV net metering, time-of-use 
pricing, and real-time pricing. 
ii Xcel Energy website 
iii Anya Kamenetz, “Why the Microgrid Could Be the 
Answer to Our Energy Crisis, Fast Company.com, July 1, 
2009 < 
http://www.fastcompany.com/magazine/137/beyond-the-
grid.html>.  Galvin 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 358



   
 

 

APPENDIX C  –  SPEAKERS ’  B IOGRAPHIES  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 359



Ambrosio, Ron
Chairman, GridWise Architecture 
Council

Ron Ambrosio oversees IBM’s Energy & Utili-
ties Industry activities in its eight world-wide 
Research Laboratories. Ron joined IBM in 1981 
at the T.J. Watson Research Center, working 
in a variety of areas including embedded op-
erating systems, distributed application frame-
works, and pervasive computing environments, 
ultimately focusing on networked embedded 
computing with particular emphasis on what he 
coined “Internet-scale Control Systems” - the 
interoperability of sensor networks and control 
systems with enterprise systems and business 
processes. He helped establish IBM’s activities 
in both Intelligent Utility Networks and Sensors 
& Actuators.
In 2000 Ron began working with the U.S. De-
partment of Energy on the planning, collabora-
tion and workshops that led to the establishment 
of the DoE GridWise initiative in late 2002, and 
then on the planning and launch of the GridWise 
Alliance industry consortium in 2003. In 2004 
he was selected by the Department of Energy to 
sit on the 13-member DoE GridWise Architec-
ture Council, and was elected Chairman of the 
Council in 2009.
Ron is active in ISO/IEC JTC 1/SC 25 Working 
Group 1, where he is the Editor of a new prem-
ises automation application interoperability 
standard (ISO/IEC 18012). He’s also a member 
of the U.S. TAG for IEC TC 8 - System Aspects 
for Electrical Energy Supply, and various other 
groups involved in smart grid technology defini-
tion and development.

Arnold, George
National Coordinator for Smart 
Grid Interoperability, NIST

George Arnold was appointed National Coor-
dinator for Smart Grid Interoperability at the 
National Institute of Standards and Technology 
(NIST) in April 2009. He is responsible for lead-
ing the development of standards underpinning 
the nation’s Smart Grid.  Dr. Arnold joined NIST 
in September 2006 as Deputy Director, Tech-
nology Services, after a 33-year career in the 
telecommunications and information technol-
ogy industry.
Dr. Arnold served as Chairman of the Board 
of the American National Standards Institute 
(ANSI), a private, non-profit organization that 
coordinates the U.S. voluntary standardization 
and conformity assessment system, from 2003 
to 2005.  He served as President of the IEEE 
Standards Association in 2007-2008 and is cur-
rently Vice President-Policy for the International 
Organization for Standardization (ISO) where he 
is responsible for guiding ISO’s strategic plan.
Dr. Arnold previously served as a Vice-President 
at Lucent Technologies Bell Laboratories where 
he directed the company’s global standards ef-
forts. His organization played a leading role in 
the development of international standards for 
Intelligent Networks and IP-based Next Gen-
eration Networks.  In previous assignments at 
AT&T Bell Laboratories he had responsibilities 
in network planning, systems engineering, and 
application of information technology to auto-
mate operations and maintenance of the nation-
wide telecommunications network.

Dr. Arnold received a Doctor of Engineering 
Science degree in Electrical Engineering and 
Computer Science from Columbia University in 
1978.  He is a Senior Member of the IEEE.

Baghzouz, Yahia
Associate Director, Center 
for Energy Research at the 
University of Nevada

Yahia Baghzouz received his B.S., M.S., and 
Ph.D. degrees in electrical engineering from 
Louisiana State University, Baton Rouge, LA in 
”81, ”82, ”86, respectively. He is currently pro-
fessor of electrical engineering and Associate 
Director of the Center for Energy Research at 
the University of Nevada, Las Vegas.
Dr. Baghzouz’s areas of interest include power 
conversion, power distribution systems, distrib-
uted generation, power electronics, and power 
quality. He is a Senior Member of IEEE and 
Registered Professional Engineer in the State 
of Nevada.

Bakken, Dave
Assoc. Prof. of Computer 
Science & GridStat Chief 
Architect, School of EECS, 

Washington State University
Dr. David E. Bakken’s background is in applied 
distributed computing, particularly in research-
ing and prototyping new kinds of comprehen-
sive middleware frameworks that must provide 
multiple quality of service properties (latency, 
security, availability, etc).  He is in his 11th year 
of working closely with WSU power faculty, 
particularly National Academy of Engineering 
Fellow Anjan Bose, on examining how distrib-
uted computing technologies can help current, 
emerging, and future data delivery require-
ments for the power grid.  He is the Chief Ar-
chitect on the GridStat project, which has been 
researching and prototyping since 2001.  He is 
very involved with the emerging NASPInet ef-
fort, whose requirements have been influenced 
by the lessons from GridStat.
Before joining WSU in 1999, Dr. Bakken was 
a scientist at BBN, the company that built the 
first internet (the ARPANET) in 1969.  There 
he  was an original inventor and DARPA PI on 
the well-known Quality Objects (QuO) project 
developing adaptive middleware for wide areas 
with multiple QoS mechanisms. QuO had ~70 
man-years of BBN labor invested in it, and was 
used in experimental Boeing aircraft flights and 
in supporting adaptive video streaming on un-
manned aerial vehicles (UAVs).  Dr. Bakken also 
worked for Boeing for 3 years before graduate 
school.
Dr. Bakken also operates a consultancy - Bak-
ken Middleware Associates (www.bakken-mid-
dleware.com), where he is CTO, Emperor, and 
Janitor.

Basso, Thomas
NREL

Bialek, Tom, PhD, PE
Chief Engineer - Smart Grid, San 
Diego Gas & Electric Co.

Tom received a Bachelor and Master of Science 
Degree in Electrical Engineering from the Uni-
versity of Manitoba in 1982 and 1986 respec-
tively.  He also obtained a Doctor of Philosophy 
in Electrical Engineering from Mississippi State 
University in 2005.
He is currently employed by San Diego Gas & 
Electric Company (“SDG&E”) as a Chief En-
gineer on the Smart Grid Team.  His present 
responsibilities involve smart grid strategy and 
policy for transmission and distribution issues 
including equipment, operations, planning, dis-
tributed generation and development of new 
technologies.   He is also the Principal Investi-
gator on DOE and CEC funded Micro Grid proj-
ects.
Tom is an IEEE Power Engineering and Dielec-
tric and Electrical Insulation Society member.  
Tom was also the former Failure Mechanism 
Technical Committee Chair and Secretary of 
the Dielectrics and Electrical Insulation Society 
and Working Group Member for Surge Arrest-
ers.  Tom is also a member of Phi Kappa Phi 
Honors Society.  He is also a registered Profes-
sional Engineer, Electrical Engineering, in the 
State of California.  He has authored several 
papers on surge protection of equipment and 
testing of cables.

Budiardjo, Anto
President & CEO, Clasma 
Events Inc.

Anto Budiardjo is a seasoned marketing and 
product development professional specializing 
in the energy, connectivity and IT disciplines. 
Mr. Budiardjo has more than three decades ex-
perience within these industries and has fash-
ioned his expertise into an energetic, visionary, 
and dynamic approach to business.
Mr. Budiardjo has held executive-level market-
ing and product development positions with 
various controls companies where he was re-
sponsible for product development, manage-
ment and marketing communications. His rare 
combination of marketing and technology prac-
tices has enabled him to fine tune and soften 
the challenging task of transitioning the product 
development process from an engineering-cen-
tric focus to a market-centric focus.
Mr. Budiardjo’s entrepreneurial and creative 
spirit has won him international business op-
portunities throughout Europe, Americas, and 
Asia/Pacific further enabling his global perspec-
tive on our market.
As a founder of Clasma Events Inc. Mr. Budi-
ardjo is responsible for organizing key confer-
ences and events for the emerging intersection 
of energy and IT, including GridWeek and Con-
nectivityWeek. These and other events specifi-
cally focus on Smart Grid and the role of smart 
connected devices in the future clean and re-
newable energy economy.
Mr. Budiardjo is a frequent speaker at industry 
events and is a contributing editor of Automat-
edBuildings.com. He lives in the Dallas Fort 
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Worth area in Texas and was the recipient of 
the Frost & Sullivan 2005 Building Technologies 
CEO of the Year award.

Burke, Robert
Markets Development Principal 
Analyst, ISO New England

Mr. Burke is a Principal Analyst in Markets De-
velopment with ISO New England (the RTO for 
the New England control area) in the Demand 
Response Department.   He has over thirty 
years of experience in the energy industry.  
Since joining ISO-NE, he has held various posi-
tions and been involved with the development 
and subsequent on-going improvement of the 
wholesale energy markets and the ISO’s inter-
nal business procedures.  Mr. Burke has been 
directly involved in the New England Demand 
Response programs since the 2000 summer 
program.  As the ISO implemented Standard 
Market Design (SMD) on March 1, 2003, Mr. 
Burke worked on the melding of all the existing 
load response programs into New England’s 
SMD.  Since that time, Mr. Burke has been in-
volved in the development and implementation 
of new Demand Response programs and the 
ISO’s Internet Based Communication System 
Open Solution for activating and providing near 
real-time data on demand response assets.
Mr. Burke has a B.E. in heat and power from 
Stevens Institute of Technology, MBA and MS in 
Computer Science, both from Rensselaer Poly-
technic Institute, and has completed all exami-
nation requirements in Connecticut for a CPA.

Chen, Chris
Enterprise Architect, Sempra 
Utilities

Chris W. Chen is an enterprise architect, spe-
cializing in organizational change, with Sempra 
Energy, a Fortune 500 company in San Diego, 
California. In addition to his information technol-
ogy experience, he has been a program man-
ager for the Center for Creative Leadership, as 
well as a line manager in the finance and human 
resources functions.
He has a BA degree from the University of Cali-
fornia, Irvine, with a major in Economics.  His 
MBA is also from UCI, with an emphasis in Orga-
nizational Behavior.  Chris was an adjunct pro-
fessor of organizational behavior at California 
State University, Long Beach and has published 
four books, Simply Spoken Leadership, New 
Supervisor Training, Coaching Training, and 
The Big Book of Six Sigma Training Games.  He 
has also published articles on a variety of topics 
and been quoted as a management expert by 
the Washington Post and Chicago Tribune.

Cherian, Sunil
CEO, Spirae, Inc.
Sunil Cherian is the founder and 

CEO of Spirae, Inc. based in Fort Collins, Colo-
rado. Spirae develops infrastructure solutions 
for distributed energy and smart grid applica-
tions and co-owns and operates the InteGrid 
Test and Development Laboratory in collabora-
tion with Colorado State University.
Prior to Spirae, Dr. Cherian founded Sixth Di-
mension, Inc. for providing networking technol-

ogies for the energy industry and served as its 
CEO from 1997 until 2002. Sixth Dimension was 
acquired by Comverge in 2003. Before begin-
ning his entrepreneurial activities, Dr. Cherian 
served as Acting Director for the Colorado Man-
ufacturing Extension Center and as Product Re-
alization specialist for the Mid America Manu-
facturing Extension Center, both at Colorado 
State University.
Dr. Cherian has extensive experience in distrib-
uted energy applications including renewables 
integration, aggregated distributed generation 
for peak shaving, wholesale trading, and con-
gestion management; load aggregation and 
workflow management for demand response; 
and service delivery infrastructures for Energy 
Service Providers. He is a frequent speaker at 
industry conferences and workshops and has 
been actively involved in the creation of the 
GridWise Alliance that promotes the adoption of 
innovative IT solutions for the transformation of 
the electric power system as envisioned by the 
US DOE. He also serves on the Board of the 
Northern Colorado Clean Energy Cluster. 
He earned his M.S. and Ph.D. degrees in Me-
chanical Engineering from CSU in 1991 and 
1995 respectively. He has over fifteen publi-
cations in journals, conference and workshop 
proceedings, and has authored book chapters 
on software agent technologies and distributed 
generation.

Clark, Fran
President / Enterprise Architect, 
Arpeggio Technology, LLC / 
Progress Software

Mr. Clark has spent the last 26 years on a 
professional mission: perfecting the secure, 
speedy, and semantic exchange and represen-
tation of information both within and between 
businesses. 
His quest has taken him through technical lead-
ership positions at Wheelhouse Corporation, 
Epsilon Data Management, Intel, Boston Gas, 
University of Vermont, UNUM, and John Han-
cock and into enterprise projects for clients such 
as Unitrin, Liberty Mutual, GTE, IBM, Xerox, Ma-
jor League Baseball, Frontier Communications, 
Telstra, Kone Corporation and General Electric. 
As VP of Technology at Swingtide, Clark led the 
design and development of a software product 
for modeling and monitoring service oriented 
architectures. 
Today, Clark leads Arpeggio Technology, a con-
sulting practice focused on the design and con-
struction of real world applications using service 
oriented architectures and semantic modeling 
approaches.  For the past three years, Clark has 
been working closely with Progress Software to 
help their customers realize semantic integra-
tion in the insurance, telecommunications and 
energy industries.  
Clark also serves on the board of the eCoast 
Technology Roundtable and Portsmouth Com-
munity Radio. He is the host of the “Soul Vacci-
nation” show on Portsmouth Community Radio. 
He earned his BS in Biology and Psychology 
from Boston College.

Cleveland, Frances
President, Xanthus Consulting 
International

Frances Cleveland is President & Principal Con-
sultant for Xanthus Consulting International. Ms. 
Cleveland has managed and consulted on infor-
mation and control system projects for electric 
power utilities for over 30 years, covering SCA-
DA systems, distribution automation, substation 
automation, distributed energy resources, auto-
mated metering infrastructure, and energy mar-
ket operations. She was a major contributor to 
EPRI’s IntelliGrid Architecture, is the Convenor 
of IEC TC57 WG15 on cyber security standards, 
the Editor of the IEC 61850 data modeling stan-
dards for DER, the Chairperson of the IEEE 
PES Power System Communications Commit-
tee (PSCC), the Chairperson of the IEEE PSCC 
Wireless WG, and the Chairperson of the IEEE 
PSCC Security Subcommittee.

Considine, Toby
President, TC9
Toby Considine has 25 years of ex-

perience with enterprise applications and the 
integration of embedded control systems for 
25 years. As an Infrastructure Analyst internal 
to Facilities Services at the University of North 
Carolina, Mr. Considine gained real world ex-
perience with the poor security, poor interoper-
ability, and brittle integrations that characterize 
last-generation protocols and building systems. 
This experience drove him to Chair the oBIX 
Technical Committee, and informs his work in-
tegrating buildings with larger systems and each 
other using enterprise-grade protocols.
Toby Considine is a regular speaker at interna-
tional forums on e-commerce initiatives in the 
energy sector and incorporating building sys-
tems into the business processes of enterpris-
es.  He is a graduate of the Entrepreneurship 
Program at Kenan-Flagler Business School. 
Through TC9, Mr. Considine provides business 
plan analysis and system development guidance 
to pre-funding and after stage-one companies 
at the interstices of building systems, enterprise 
processes, and energy use. Toby also offers 
services to accelerate standards development 
and adoption.

Cox, William
Principal, Cox Software 
Architects

Bill is a leader in commercial and open source 
software definition, specification, design, and 
development. He has the business savvy and 
deep and practical understanding of software 
architecture and technologies such as XML, 
Web services, Service-oriented architectures, 
eBusiness, Networking and system software to 
build your own capabilities - no black box “I’ll do 
it for you” consulting!
Bill is an elected member of the Organization 
for Structured Information Systems (OASIS) 
Technical Advisory Board, where he advises 
the Board and membership of the leading XML 
and Web services standards organization in the 
world.

November 17-19, 2009 - Denver, CO Grid-Interop 2009 361



Crapo, Andrew
Information Scientist, GE Global 
Research

Dr. Crapo has been a part of the GE Global 
Research staff for 29 years. While developing 
performance and diagnostic models of mechan-
ical, chemical, and electrical systems he devel-
oped a particular interest in human-computer 
interfaces, decision support systems, machine 
reasoning and learning, and semantic repre-
sentation and modeling. His work has included 
a graphical expert system language (GEN-X), a 
graphical environment for procedural program-
ming (Fuselet Development Environment), and 
a model-driven user-interface for decision sup-
port systems (ACUITy). Most recently Andy has 
been active in developing the Semantic Appli-
cation Design Language (SADL), enabling GE 
to leverage world-wide advances and emerging 
standards in semantic technology and bring 
them to bear on diverse problems from engine 
workscoping to information security.

Denker, Rick
CEO, Packet Plus, Inc.
Rick has over 20 years experience in 

marketing engineering tools.  He was co-found-
er of VeriWave, an innovative wireless LAN test 
equipment company.  He held senior marketing 
positions with WeSync.com (acquired by Palm, 
Inc.), Logic Modeling (acquired by Synopsys), 
and PMC-Sierra.  He has an MBA from Dart-
mouth College, and a computer science degree 
from the Massachusetts Institute of Technol-
ogy.

Dolezilek, Dave
Technology Director, Schweitzer 
Engineering Laboratories, Inc.

David Dolezilek received his BSEE from Mon-
tana State University and is the technology di-
rector of Schweitzer Engineering Laboratories, 
Inc. He has experience in electric power protec-
tion, integration, automation, communications, 
control, SCADA, and EMS. 
He has authored numerous technical papers 
and continues to research innovative technol-
ogy affecting our industry. 
David is a patented inventor and participates in 
numerous working groups and technical com-
mittees. He is a member of the IEEE, the IEEE 
Reliability Society, CIGRE working groups, and 
two International Electrotechnical Commission 
(IEC) technical committees tasked with global 
standardization and security of communications 
networks and systems in substations.

Drummond, Rik
CEO and Chief Scientist, 
Drummond Group Inc.

Rik Drummond is the chief executive officer and 
chief scientist for Drummond Group Inc. (DGI).  
He is a widely respected authority in the eBusi-
ness industry and has been a driving force in 
the technical standards bodies and vertical in-
dustry groups supporting B2B commerce. 

DGI, a global leader in B2B software testing 
and certification, works with software vendors, 
industry associations, supply chains and the 
standards community by conducting interoper-
ability and conformance testing, publishing re-
lated strategic research and developing vertical 
industry strategies. Founded in 1999, DGI has 
tested over a thousand domestic and interna-
tional software products used in vertical indus-
tries such as automotive, consumer product 
goods, financial services, government, petro-
leum, pharmaceutical and retail. 
Several of these industries depend on the 
Drummond Group testing to reduce installa-
tion and product life cycle cost across a variety 
of standards in their networks and supply and 
value chains.
 
Drummond has served as chairperson of the 
GridWise Architecture Council.

Farquharson, Ron, 
Senior Member IEEE
Consultant, Utility Automation, 

EnerNex Corporation
Ron Farquharson is a Consultant, Utility Au-
tomation on the Smart Grid Engineering team 
of EnerNex Corporation.  He has almost 30 
years experience in substation control, auto-
mation, and monitoring. Farquharson spent 
the bulk of his career at GE/GE Harris/Harris/
Westronic, where he held numerous positions 
in product management/marketing and project 
management.  Ron’s primary areas of expertise 
and activity include substation and distribution 
automation, phasor measurement, equipment 
condition monitoring, communications and pro-
tocol technologies, business case development 
and product and project management. He has 
authored papers on topics related to substation 
automation, protocols, monitoring & diagnostics 
and communications.  Ron is a Senior Member 
of the IEEE and serves on the Advisory Com-
mittee for DistribuTECH.

FitzPatrick, Jerry
Leader, Applied Electrical 
Metrology Group, NIST

Jerry FitzPatrick is a member of the NIST Smart 
Grid Team supporting NIST efforts to fulfill its 
mandate given by the 2007 Energy Indepen-
dence and Security Act (EISA) for the Smart 
Grid. He received the B.S. degree in Physics 
from Rutgers University in 1979, the M.S.E.E. 
from the New Jersey Institute of Technology in 
1984, and the Ph.D. degree in Electrical Engi-
neering from the State University of New York at 
Buffalo in 1988. The AEM Group he formerly led 
continues a legacy begun by NIST’s predeces-
sor, the National Bureau of Standards (NBS), 
which had supported the electric power indus-
try from practically its inception. The Group 
conducts research in precision measurement 
of electric power and energy, maintains the na-
tional standards, and provides measurement 
services for standard meters. In recent years, 
a synchrometrology testbed was established 
in collaboration with the Department of Energy 
to develop protocols and standards for testing 
of phasor measurement units (PMUs). Since 
the passage of the 2007 EISA, the AEM Group 
has led the NIST efforts to meet the EISA man-
date of coordinating the development of an in-

teroperability framework for the Smart Grid. 
Prior to leading the AEM Group, Dr. FitzPatrick 
led a project in Electric Power Metrology, and 
conducted research in the precision measure-
ment of high voltage impulses that supported 
standards development for testing of electrical 
insulation and power equipment. He began his 
career with Exxon Research and Engineering 
Company where from 1979 to 1984 he was part 
of team that conducted electro-optic studies of 
failure mechanisms in liquid insulators.

Friedman, David
Senior director, Strategic 
marketing, ZeroG Wireless, Inc.

David Friedman is Senior Director, strategic 
marketing for ZeroG Wireless, a company pro-
viding low-power Wi-Fi products to the embed-
ded space.  David is responsible for business 
development and partnerships at ZeroG, and 
also drives the company’s marketing efforts in 
the smart grid space where he is promoting the 
use of Wi-Fi in such products as thermostats, 
power meters, appliances and many other home 
area network applications.  
Recently, David became vice-chair of the newly 
formed smart grid task group within the Wi-Fi 
Alliance, helping to evangelize and promote the 
standard broadly to government, utilities and 
market participants.  David has nearly 15 years 
experience in the semiconductor space, before 
which he spent 5 years in investment banking.  
David has an MBA from University of Michigan 
and a BA from Colgate University.

Fustar, Stipe
President, CEO & CTO, Power 
Grid 360

Dr. Stipe Fustar has over twenty five years of ex-
perience in the electric utility industry including 
consulting, project/team management, develop-
ment, data modeling, system design, IT Archi-
tecture, Web development, Enterprise Integra-
tion and Business Process Automation (BPA). 
He has a deep understanding of all aspects on 
electric utility industry with special expertise in 
the power system operation. He has worked on 
all phases of design, development and imple-
mentation of energy management, SCADA, dis-
tribution management, and similar software sys-
tems. His expertise includes a broad range of 
energy and distribution management services, 
addressing network calculations, optimization, 
outage management, AM/FM/GIS technology, 
data modeling, SCADA, and system integration 
and design. He has a working knowledge and 
deep understanding of EPRI CIM. He provides a 
unique blend of electric utility industry expertise 
and strong IT/Integration/Web Technologies 
background.

Futch, Matt
Utilities Program Manager, 
Colorado Governor’s Energy 
Office

Matt Futch is the Utilities Program Manager at 
Colorado Governor Bill Ritter’s Energy Office. 
From 2006 to 2008, he was a project manager 
for the Alternative Transportation Fuels Ini-
tiative at the bi-partisan Western Governors’ 
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Association. This initiative resulted in a living 
policy document which continues to serve as 
a comprehensive analysis of technology and 
policy options available to the Western Region. 
The policy recommendations made in the elec-
tric transportation section of this report became 
a guiding document for several energy titles in 
the 110th Congressional session. Prior to his 
position at the WGA, he completed an M.A. in 
Global Finance and Energy at the University of 
Denver.
Since May 2008, Matt’s responsibilities at the 
Governor’s Energy Office have included man-
aging the non-investor owned portion of the Util-
ities Program. As of July, 2009, he will now addi-
tionally be charged with directing GEO policy at 
the Public Utilities Commission. In consultation 
with staff, he will lead the GEOs regulatory work 
on the RES rules, rate case design, transmis-
sion, and electric resource planning dockets. 
He helps to lead the implementation of a variety 
of state renewable energy and energy efficiency 
laws and is currently leading the development of 
the Climate Action Plan report for the Governor, 
which will detail how the state’s public utilities 
are addressing the emissions goals set in the 
Climate Action Plan. In addition to this report, he 
is working on several utility initiatives, program 
development, and procuring additional Federal 
funding to stimulate the development of energy 
efficiency and renewable energy in Colorado.
Matt engages in several industry associations, 
including the Western Governors’ Association, 
the American Wind Energy Association, the 
American Public Power Association, and the 
Colorado Renewable Energy Society.

Gallagher, Patrick
Director, National Institute of 
Standards and Technology

Nominated by President Obama on Sept. 10, 
2009, Dr. Patrick Gallagher was confirmed by 
the Senate on Nov. 5, 2009, as the 14th director 
of the U.S. Department of Commerce’s National 
Institute of Standards and Technology (NIST). 
Gallagher provides high-level oversight and 
direction for NIST. The agency promotes U.S. 
innovation and industrial competitiveness by 
advancing measurement science, standards, 
and technology. NIST’s FY 2009 resources total 
$1.6 billion and the agency employs about 2,900 
scientists, engineers, technicians, support staff 
and administrative personnel at two main loca-
tions in Gaithersburg, Md., and Boulder, Colo. 
In addition to $819 million in FY09 appropria-
tions and $125 million from other agencies, the 
American Recovery and Reinvestment Act of 
2009 provides a total of $610 million to NIST 
for building critically needed research facilities, 
expanding fellowships and research grants, and 
addressing important national priorities critical 
to the nation’s future.
Gallagher had served as NIST Deputy Direc-
tor since 2008. Previously, he served for four 
years as Director of the NIST Center for Neu-
tron Research (NCNR), a national user facility 
for neutron scattering on the NIST Gaithersburg 
campus. The NCNR provides a broad range of 
neutron diffraction and spectroscopy capabil-
ity with thermal and cold neutron beams and is 
presently the nation’s most used facility of this 
type. Gallagher received his Ph.D. in Physics at 
the University of Pittsburgh in 1991. His research 
interests include neutron and X-ray instrumen-
tation and studies of soft condensed matter 
systems such as liquids, polymers and gels. In 
2000, Gallagher was a NIST agency represen-

tative at the National Science and Technology 
Council. He has been active in the area of U.S. 
policy for scientific user facilities and was chair 
of the Interagency Working Group on neutron 
and light source facilities under the Office of 
Science and Technology Policy.

Gelbien, Larry
Vice President, NSTAR Electric 
and Gas Corporation

NSTAR Corporate Profile
NSTAR is the largest Massachusetts-based, 
investor-owned electric and gas utility, with 
revenues of approximately $3.3 billion and as-
sets totaling approximately $7.8 billion.  NSTAR 
transmits and delivers electricity and natural 
gas to nearly 1.4 million customers throughout 
eastern and central Massachusetts, including 
1.1 million electric customers in 81 communities 
and nearly 300,000 gas customers in 51 com-
munities.  The company, headquartered in Bos-
ton, Mass., provides regulated electric and gas 
utility services and is also engaged in telecom-
munications and other non-regulated activities.  
NSTAR employs more than 3,100 employees in 
its regulated business.
Personal Profile
Lawrence “Larry” Gelbien is Vice President of 
Engineering at NSTAR Electric and Gas Corpo-
ration.  NSTAR is an electric and gas utility ser-
vicing 1.4 million customers in Massachusetts 
including the City of Boston.  As Vice President 
of Engineering, Larry is responsible for electric 
system planning, transmission, substation, and 
electric distribution design.  Larry is presently 
heading up NSTAR’s Smart Grid Program and 
has done evaluation on electric battery storage 
technology. 
Prior to joining NSTAR Larry worked 21 years at 
Long Island Lighting Company, an electric and 
gas utility located on Long Island, New York and 
which is now presently a National Grid Com-
pany.  At Long Island Lighting Company, Larry 
held a number of positions with responsibility 
for Distributed Generation, Distribution Auto-
mation, and System Control and Protection, to 
name a few.  Larry holds three patents in Dis-
tribution Automation, which is commonly known 
as “Grid Self Healing.”
Larry has a Masters Degree in Business Admin-
istration from Nichols College and a Bachelors 
Degree in Engineering from New York Institute 
of Technology.

Gilbert, Erik
Sr. Consultant, Summit Blue 
Consulting

Erik Gilbert is a Senior Consultant who focus-
es on Smart Grid technology, strategy, costs-
benefits assessment and helping clients with 
Smart Grid funding strategy. Mr. Gilbert has 
over twenty years of experience in develop-
ment and management of networking products 
and protocols as well as experience in strategic 
business assessment for technology solutions. 
In his most recent role, Mr. Gilbert served as 
Director of Smart-Energy Products for residen-
tial energy management system vendor Tendril 
Networks, Inc., where he defined and executed 
their hardware roadmap, including in-home en-
ergy displays, IP-to-HAN gateways, AMR/ERT-
to-ZigBee bridges and other products.

Previously Mr. Gilbert held various management 
positions at Cisco Systems, Inc., where he built 
and launched a number of products. He created 
and drove the company’s Managed Broadband 
Access program, enabling providers to offer 
billable services over common IP infrastructure. 
Mr. Gilbert’s other experience includes associ-
ate work at the Bay Area venture capital firm 
Hummer Winblad Venture Partners and several 
years of technology strategy development with 
Ernst & Young Management Consulting. Mr. Gil-
bert holds a BS in Electrical Engineering and 
Computer Science from the Massachusetts In-
stitute of Technology and an MBA in Marketing 
from the University of California at Berkeley.

Giroti, Tony, CISA
Chairman and Managing 
Director, BRIDGE Energy Group, 
Inc.

Tony Giroti is the Chairman and Managing Di-
rector of BRIDGE Energy Group which is ex-
clusively focused in the Power industry in the 
areas of Grid Operation, Market Operation and 
Smart Grid. He has expertise in Enterprise Ar-
chitecture, IT Transformation, Service Oriented 
Architecture and Business Intelligence. After 
completing his Bachelor in Electrical Engineer-
ing, Tony trained at Crompton Greaves in Power 
Systems division designing large transformers. 
Tony also holds Masters in Computer Engineer-
ing from The University of Massachusetts. 
He has over 20 years of experience in managing 
Information Technology products, platforms and 
applications.  Most recently, he has been lead-
ing various Smart Grid and Demand Response 
initiatives with IOUs and T&D operators.  Earlier 
as Chief Architect at NV Energy he assisted IT 
management in developing Roadmap, strategy, 
business plan and launching the Center of Ex-
cellence for Smart Grid, Enterprise and Integra-
tion Architecture. 
Tony is an active speaker at conferences, teach-
es courses, writes papers and has been granted 
4 patents in the areas of SOA/XML/IT platform 
- Patent #7,492,873 #7,369,540, #7,061,928 
and fourth awaiting number. Tony also started 
two companies and took one public. He is the 
Executive director of a public company, former 
Chairman IEEE, President Power Systems En-
gineering and Chairman ISACANE.  Tony is 
CISA certified. Tony’s Contact 617.480.6550 
and TGiroti@BridgeEnergyGroup.com

Golmie, Nada
NIST
NADA GOLMIE (nada@nist.gov) re-

ceived her Ph.D. in computer science from the 
University of Maryland at College Park. Since 
1993, she has been a research engineer in the 
advanced networking technologies division at 
the National Institute of Standards and Tech-
nology (NIST). She is currently the manager of 
the emerging and mobile network technologies 
group. 
Her research in media access control and proto-
cols for wireless networks led to over 100 tech-
nical papers presented at professional confer-
ences, journals, and contributed to international 
standard organizations and industry led consor-
tia.  She is the author of “Coexistence in Wire-
less Networks: Challenges and System-level 
Solutions in the Unlicensed Bands,” published 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 363



by Cambridge University Press (2006). She has 
served as vice-chair for the IEEE 802.15.2 Task 
Group on Coexistence.

Gunther, Erich, P.E.
Chief Technology Officer, 
EnerNex Corporation

Erich Gunther is the Chairman and Chief Tech-
nology Officer for EnerNex Corporation in 
Knoxville Tennessee where he helps EnerNex 
clients define their strategic direction in basic 
R&D, technology, and product development.  
Mr. Gunther has over 20 years of experience in 
design and development of innovative solutions 
to a wide array of power system problems, most 
notably ways to take advantage of communica-
tions networks and technology to improve the 
efficiency, operating practices, and security of 
the electric power system.  Erich has a leader-
ship role in many of the key grid modernization 
groups and standards organizations including 
the GridWise Architecture Council, UtilityAMI, 
IEEE PES Intelligent Grid Coordinating Com-
mittee, and many others.  Erich also serves on 
the board of directors for the Utility Communi-
cations Architecture International Users Group.  
He is presently consulting with the California 
Energy Commission and Southern California 
Edison on matters related to the development 
of a widely deployed advanced metering and 
demand responsive infrastructure in California, 
and is working with several utilities developing 
their smart grid development roadmaps.
Erich received his Masters of Engineering de-
gree in electric power from Rennsaelaer Poly-
technic Institute in 1984.  He is a registered 
professional engineer in Tennessee and speaks 
geek in multiple languages including power sys-
tems engineering, computer science, enterprise 
architecture, and communications technology.  
Presently he is applying his skills in promoting 
the application of systems engineering princi-
ples to smart grid development, and is actively 
facilitating information exchange among the 
many organizations and institutions working on 
smart grid development.

Hackett, David
David F. Hackett, Executive Con-
sultant and Director in the KEMA 
Power System Operation and Con-

trol Group, has over 38 years of experience 
in the electric utility industry. Most of his work 
assignments have been in specification, de-
sign and implementation of SCADA/EMS and 
specification and implementation of ISO/RTOs 
systems. He recently worked with several RTO/
ISOs to evaluate existing systems, develop re-
quirements and functional specifications, sup-
ported vendor evaluation and selection, project 
management, and manage vendor and site ac-
ceptance testing. He has worked in facilitation, 
business process modeling and organizational 
improvements with various clients.
Prior to his career with KEMA, Mr. Hackett 
worked at Harris Controls (SCADA/EMS ven-
dor) for 28 years in engineering and program 
management, as well as in-line management.  
He has participated and led developments in 
both the new product development of control 
center products (e.g., system architecture, se-
curity analysis, generation control, etc.) and the 
implementation and delivery of systems for cus-
tomers.

He has Masters Degree in Power Systems En-
gineering and an MBA.  He is a Senior Member 
of IEEE.

Hamilton, Stephanie
Manager - Smart Grid Demos, 
EPRI

Stephanie L. Hamilton works on EPRI’s Smart 
Grid Team focused on interfacing EPRI’s Intelli-
Grid systems architecture across the power grid 
to create enhanced interoperability. Ms. Hamil-
ton is also working with EPRI’s Smart Grid dem-
onstration team to show exemplary examples 
of Smart Grid by utility industry leaders. Previ-
ously she was in charge of Distributed Genera-
tion for Southern California Edison. Prior, she 
held a variety of ever-increasing managerial 
responsibilities in energy (natural gas, power, 
and fuels) including planning, operations, busi-
ness development, consulting, and marketing & 
sales. These positions have been with some of 
the largest US electric and gas utilities and their 
unregulated subsidiaries, both private and pub-
lic, throughout the Western States.  Ms. Hamil-
ton is a member of the GridWise Architecture 
Council.
Ms. Hamilton holds an MBA, a BS in Mechanical 
Engineering, and is widely published on energy 
and energy-related issues, including Distributed 
Generation: A Non-Technical Guide and The 
Microturbine Generator Handbook.

Hammerstrom, 
Donald, Ph.D.
Senior Research Engineer, 

Pacific Northwest National Laboratory
Dr. Hammerstom is a Senior Research Engineer 
for Energy Technology Development at the Pa-
cific Northwest National Laboratory in Richland, 
Washington. He received his Ph.D. in Electrical 
Engineering from Montana State University in 
1994.

Hardin, Dave, PE, 
PMP, CSDP
Technology Officer, Invensys

Dave has more than 25 years of comprehensive 
experience designing, constructing, integrat-
ing and managing automation and information 
systems for industrial manufacturing. He spe-
cializes in software architecture and design 
focused on manufacturing systems integration 
and interoperability spanning from intelligent 
devices to enterprise business systems. Dave is 
a member of the OPC Foundation’s Unified Ar-
chitecture Working Group and holds a Bachelor 
of Electrical Engineering from the University 
of Delaware. He is a Registered Professional 
Engineer (DE/MD), an IEEE Certified Software 
Development Professional, a PMI Project Man-
agement Professional and a Microsoft Certified 
Application Developer.

Harrell, Jeff
Director of Sales and Marketing, 
Spirae

Jeff Harrell serves as Spirae’s Director of Sales 
and Marketing, and is based in Fort Collins, 
Colorado.  Jeff brings fourteen years of global 
experience with early to mid-stage technolo-
gies, at both start-ups and large corporations, 
including Nortel Networks and Agilent Technol-
ogies.  He has contributed to those businesses 
in a wide variety of roles, from applications and 
sales engineering to technical marketing and 
product management.  Jeff has traveled exten-
sively through the Americas, Europe, and Asia to 
build business through competitive evaluations 
and customer engagement, and has helped to 
develop global sales and applications teams 
through mentoring, training, and collaboration.   
Since joining the company in early 2007, Jeff 
has helped grow Spirae’s business and market 
presence in the Americas and Europe through 
direct sales, business development, trade show 
participation, and collaboration with other smart 
grid market leaders.  He heads Spirae’s proj-
ect and proposal development activities and 
was instrumental in achieving the Fort Collins 
“FortZED” project’s selection for the Depart-
ment of Energy’s Renewable and Distributed 
Systems Integration program.  Jeff represents 
Spirae at notable industry conferences and reg-
ularly presents in panel discussions on smart 
grid related project activities.  Jeff holds a BS 
degree in mechanical engineering from North 
Carolina State University.

Hauser, Steve
Vice President, NREL
Steve Hauser is Vice President of 

Grid Integration for National Renewable Energy 
Laboratory (NREL) and is responsible for cre-
ating new programs and partnerships to lead 
national efforts to create a smarter grid. He 
has been nationally recognized for more than 
25 years as a leader in clean energy technol-
ogy development efforts. He has been featured 
in numerous conferences and popular articles 
describing the concepts and benefits of a Smart 
Grid.
Mr. Hauser was the driving force behind the cre-
ation of the GridWise® Alliance. Since 2000, he 
has brought together more than 200 companies 
to create a broad industry vision to transform 
energy systems, markets and technologies. Mr. 
Hauser has also led the creation of new national 
brands like GridWise® and GridWeekTM signif-
icantly raising the visibility of these issues with 
federal and state policy makers.
Previously, Mr. Hauser has held various senior 
management positions at GridPoint, Battelle 
and SAIC. During his career he has served as 
an advisor to numerous clean energy organiza-
tions and is former Chairman of the World Re-
newable Energy Congress. Mr. Hauser holds 
an M.S. in chemical engineering from the Uni-
versity of Washington and a B.S. in engineering 
physics from Oregon State University.
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Hawkins, Jon
Manager, Electric Distribution 
Standards, Public Service 
Company of New Mexico (PNM)

2002 – Present: Manager, Electric Distribu-
tion Standards, Public Service Company of New 
Mexico (PNM), Albuquerque, NM. Approval of 
all new materials and material changes in new 
and existing electric distribution infrastructure. 
Material failure analyses, supplier quality initia-
tives and supplier plant audits. Strategic plan-
ning for Smart Grid initiatives. Collaboration 
with Sandia National Laboratories on DOE Solar 
America Showcase aware to investigate high-
penetration solar scenarios; technical lead at 
SEGIS-ES workshop. Business Process Owner 
for PNM work management system (Passport).
2002 – 2004: Manager, Electric and Gas 
Standards and Technical Training, PNM, Albu-
querque, NM. Approval of all new materials and 
material changes in new and existing electric 
distribution, gas distribution and gas transmis-
sion infrastructure. Management of all technical 
training for electric personnel.
2002: Project Manager, PNM, Albuquerque, 
NM. 
2000 – 2002: Senior Quality Engineer, 
Sumitomo Sitix Silicon, Albuquerque, NM. Ex-
pansion and management of semiconductor 
materials characterization laboratory for sub-
strate and epitaxial silicon wafers, including 
equipment research and specification, work-
ing with and scheduling contractors, budget-
ing, process equipment qualification, startup, 
resource scheduling and deployment, material 
control, failure/defect analysis, process design, 
and process implementation.
1998 – 2000: Quality Engineer II, Sumi-
tomo Sitix Silicon, Albuquerque, NM. 
1997 – 1998: Quality Engineer I, Sumi-
tomo Sitix Silicon, Albuquerque, NM. 
1995 – 1997: Production Supervisor, 
Sumitomo Sitix Silicon, Albuquerque, NM.

He, Donya
BAE SYSTEMS

Hefner, Al
NIST
Allen R. Hefner Jr. is a member of 

the NIST Smart Grid Team and is specifically 
focused on advancing electrical interconnec-
tion standards and implementation guidliens 
to include smart grid functionality necessary to 
enabel high penetration of renewable/clean en-
ergy sources, grid energy storage, and plug-in 
electric vehicles. Dr. Hefner received the B.S., 
M.S., and Ph.D. degrees in electrical engineer-
ing from the University of Maryland, College 
Park, in 1983, 1985, and 1987, respectively. He 
joined NIST, Gaithersburg MD in 1983 and has 
held several positions including Group Leader 
for Semiconductor Devices, Project Leader for 
Power Devices and Thermal Measurements, 
Project Leader for Integrated Sensor System-
on-a-Chip, and Project Leader for Semiconduc-
tor Device Simulation and Technology Comput-
er-Aided-Design. 

Dr. Hefner is the author of 75 publications, holds 
one U.S. patent, and has received a number of 
best paper and technical achievement awards. 
In 1993 he received a U.S. Department of Com-
merce Silver Medal Award for his pioneering 
work in developing the theoretical foundation 
and understanding used for device optimiza-
tion and circuit utilization of the Insulated Gate 
Bipolar Transistor (IGBT). In 1996, he received 
the NIST Applied Research Award for devel-
opment of the IGBT model provided within the 
most widely used power circuit simulation pro-
grams.  Recently, in 2008 he received an ap-
preciation award from the U.S. Department of 
Energy, Assistant Secretary of Fossil Energy 
for contributions to high-megawatt power con-
version technology for Clean Energy Systems, 
and in 2009 he received a NIST Bronze Medal 
Award for technical leadership in development 
and application of the first high-voltage, high-
frequency Silicon-Carbide switch mode power 
conversion devices. 

Highfill, Darren, 
CISSP
Security Architect, Southern 

California Edison
Darren Highfill is a Security Architect for South-
ern California Edison. He is the Chair of the AMI-
SEC Task Force and UtiliSec Working Group 
under the UCA International Users Group, is the 
Technical Lead for the government/private-sec-
tor collaborative Advanced Security Accelera-
tion Project for the Smart Grid (ASAP-SG), and 
is responsible for numerous security aspects 
of SCE’s development of advanced technolo-
gies. Darren developed the information security 
framework that is used to manage risk, write 
policy and produce specifications for Southern 
California Edison’s AMI project and has adapted 
this framework for broader reference by the Util-
ityAMI Working Group.

Holmberg, David
Building and Fire Research 
Laboratory, NIST

David Holmberg serves in the NIST Building 
and Fire Research Laboratory.  His work fo-
cuses on building integration into the Smart 
Grid and, more generally, communication of 
building-system data to outside partners. David 
serves as the representative for the buildings 
community on the NIST Smart Grid team, and 
leads the Building-to-Grid (B2G) domain ex-
pert working group. He is currently convener of 
the Smart Grid Working Group (SG-WG) of the 
ASHRAE BACnet (Building Automation Control 
network protocol) committee, with work focused 
on advancing the control of commercial build-
ings and participation in the Smart Grid. David 
also co-chairs the OASIS Energy Interoperation 
Technical Committee which is focused initially 
on the NIST DR and DER Priority Action Plan, 
and more broadly on signaling standards that 
enable end-node participation in maintaining 
grid stability.
 
David received his PhD from VA Tech, and 
joined NIST as a post-doc in 1997, studying is-
sues related to accurate measurement of heat 
flux in a mixed-mode (radiation, convection, and 
conduction) heat transfer environment. Since 
joining the Mechanical Systems and Controls 

group, David has worked on BACnet network 
security, utility interaction, and communication 
of building data to emergency responders. Dr. 
Holmberg is a member of ASME and ASHRAE.

Horst, Gale
Smart Grid Project Manager, 
EPRI

As an engineering lead at Whirlpool Corpora-
tion, Gale Horst led research in energy manage-
ment and the development of various energy 
management concepts including a total home 
energy management system, residential energy 
monitoring system, and appliances responding 
to RTP, TOU, CPP, and a grid friendly response 
to grid conditions. 
In 2009 Gale broadened his scope taking a role 
with the Electric Power Research Institute.   In 
the EPRI Power Delivery and Utilization group, 
Gale is a Project Manager in EPRI’s Smart Grid 
Demonstration Initiative.  This is a collaborative 
research effort focused on addressing prevalent 
challenges associated with integrating Distribut-
ed Energy Resources (DER) and fully applying 
them in industry practice. His role is focused on 
demonstrations for system-wide interoperability 
and integration to help standardize DER as a 
part of overall system operations and control.

Houseman, Doug
Enernex
Doug Houseman is a 30 year vet-

eran of the utility and consulting industries. He 
is a retired Naval Officer who has worked on 6 
continents on issues related to electricity, water, 
and gas. He is recognized as an industry leader 
in demand management and smart energy.

Housley, Russ
Vigil Security, LLC
Russ Housley is the Founder of Vigil 

Security, LLC, and he is coauthor of Planning 
for PKI and Implementing Email and Secu-
rity Tokens, published by John Wiley & Sons. 
He has over 25 years of communications and 
computer security experience. For four years, 
he served as the Security Area Director for the 
Internet Engineering Task Force (IETF), and he 
is presently serving as Chair of the IETF. His 
expertise is in security protocols, system en-
gineering, system security architectures, and 
product definition. He is the author of the Cryp-
tographic Message Syntax (CMS), the security 
foundation for S/MIME. He is one of the authors 
of the Internet X.509 Certificate Profile (RFC 
5280), commonly called PKIX Part 1. He is one 
of the authors of the SDNS Message Security 
Protocol (MSP), the security cornerstone of the 
U.S. Defense Message System (DMS). He con-
tributed to IEEE 802.11 Wireless LAN security 
standards, particularly IEEE 802.11i.

Howe, Andrew
CEO, RLtec
Andrew has more than 15 years 

of international experience, creating business 
value from new technologies in both selling 
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and managing teams to bring novel products 
to the market, spanning many industry sectors.  
Co-founder and former CEO of Sentec Ltd, a 
Cambridge, UK based technology start-up that 
achieved 43rd place in DLT Fast 50 in Europe, 
and licensed Sensus the technology and devel-
opment behind the iCon electricity meter, now in 
more that 1 million US homes.  Andrew is CEO 
at RLtec, London, UK, bringing autonomous de-
mand response solutions to the market.
Graduating as an electronics engineer from 
Southampton University, and sponsored by 
GEC Research, Andrew’s early career was in 
the defence industry working on airborne radar 
systems and Europe’s first active phased array 
radar collaborative development in Munich.

Hsieh, Eric
Government Relations Manager, 
National Electrical Manufacturers 
Association

Eric Hsieh serves as the Government Relations 
Manager at the National Electrical Manufac-
turers Association (NEMA), where he handles 
climate change and infrastructure investment 
policy. Before NEMA, Eric was on staff at the 
Federal Energy Regulatory Commission, where 
he held positions in enforcement and policy 
analysis roles. Eric holds a Master in Public Pol-
icy from UC Berkeley and a Bachelors in Com-
puter Science and Engineering from MIT.

Hughes, Joe
Senior Technical Manager, EPRI
Joe Hughes is a Sr. Technical Man-

ager for Power Delivery System Technologies 
in the Power Delivery Science and Technol-
ogy Development Division at EPRI in Palo Alto, 
California.  He has over 25 years experience 
in the utility industry including 20 years in util-
ity research and development. Prior to joining 
the Electric Power Research Institute (EPRI) in 
2001, Joe worked for over 19 years at Pacific 
Gas and Electric where he managed a portfolio 
of R&D projects ranging from advanced com-
munications and distributed computing in addi-
tion to advanced energy efficiency and end use 
technologies.  Mr. Hughes is current manager of 
several projects to develop key open technical 
standards for advanced automation for trans-
mission, substations, distribution operations as 
well as customer communications.  Mr Hughes 
initiated and managed  EPRI’s IntelliGrid™ Ar-
chitecture Projects and is active in energy in-
dustry technical standards committees.

Ipakchi, Ali
VP, Smart Grid and Green 
Power, OATI (Open Access 
Technologies, Inc.)

Dr. Ipakchi has over 30 years of experience 
in the application of information technology to 
power systems and electric utility operations.  
As the VP of Smart Grid and Green Power at 
OATI, he is responsible for growth of the busi-
ness in these emerging areas. Prior to OATI, 
he was Vice President of Integration Services 
at KEMA, assisting utility clients with roadmaps, 
specifications, business and implementation 
strategies for automation and technology proj-

ects. Prior to KEMA, Dr. Ipakchi held various se-
nior management positions at leading vendors 
supporting power application development and 
system solutions delivery to the power industry.  
He has led new business-line and organizational 
development initiatives, and has managed prod-
uct development and delivery teams. His areas 
of experience include Smart Grid, utility auto-
mation, power systems operations, enterprise 
and operational IT systems, systems for ISOs/
energy markets, utility control centers, trading 
floors, power generation, distribution opera-
tions, and advanced metering.  He holds a PhD 
from University of California at Berkeley, and is 
co-holder of three US patents on power systems 
applications and instrument diagnostics.

Jang, Moonjong
Senior Researcher, KEPCO
KEPRI, KEPCO 1997-current

Jarnagin, Ron
Staff Scientist, Pacific Northwest 
National Laboratory (PNNL)

Mr. Jarnagin has been involved in energy-
related research and development activities 
for over 30 years.  His background is diverse, 
including work in the areas of fluid flow, power 
plants, automotive and transportation systems, 
HVAC systems, energy use in buildings, and en-
ergy standards development.  Mr. Jarnagin has 
served on numerous utility, government and 
business advisory boards, lending his expertise 
to solving their respective energy problems.  He 
served on the faculty in the Department of Me-
chanical Engineering at the University of Florida 
for 10 years, and has been with Pacific North-
west National Laboratory for nearly 20 years.
Mr. Jarnagin is active in standards development 
activities, both nationally and internationally. He 
chaired ASHRAE’s Standard 90.1 committee, 
providing the leadership to successfully com-
plete a comprehensive revision to that standard 
in 1999.  In addition, he chaired the International 
Standards Organization (ISO) TC 205, Building 
Environment Design. He chaired a multi-disci-
plinary team of members from four organizations 
that produced the first in a series of Advanced 
Energy Design Guides that garnered 3 national 
awards from sustainability organizations in the 
U.S.  Mr. Jarnagin is active in ASHRAE, having 
served on the Board of Directors as a Director-
at-Large and an ASHRAE Vice President.  He 
also served as Chairman of ASHRAE’s Tech-
nology Council, which has stewardship for all of 
ASHRAE’s research, standards, and technical 
committees.  Currently Mr. Jarnagin is part of a 
U.S. delegation to China, assisting the Chinese 
Ministry of Science and Technology in planning 
for a Hydrogen Economy in China.  As one of 
the activities in support of the Chinese effort, 
Mr. Jarnagin has participated in the design of an 
innovative, renewable based hydrogen refuel-
ing station that is being constructed to serve the 
2008 Beijing Olympics

Jones, Tom
AEP
As AEP’s manager of Research Pro-

grams, Thomas L. Jones oversees research, 
test and first-deployment of innovative technolo-

gies on the AEP energy delivery system. Jones 
directs daily activities at Dolan Technology Cen-
ter, AEP’s internal technology research, devel-
opment, test and demonstration facility.
Jones is actively involved in new technology 
deployment related to AEP’s gridSMARTSM 
initiative. Specifically, he has been involved in 
assessing system and grid impacts of plug-in 
hybrid electric vehicle charging, developing 
standards for and initially deploying community 
energy storage systems, incorporating large en-
ergy storage such as sodium-sulfur batteries, 
establishing a test site for a 1 megawatt fuel cell 
system, and testing and evaluating communica-
tion and information management technologies 
for advanced metering systems.
Jones facilitates AEP’s Corporate Technology 
Council and chairs the company’s EMF steering 
committee. He holds bachelor’s and master’s 
degrees in electrical engineering, both from The 
Ohio State University. The author of numerous 
professional papers, Jones is a registered pro-
fessional engineer and is a senior member of 
IEEE.

Kelly-Detwiler, Peter
Constellation Sustainable Energy 
Solutions

Peter Kelly-Detwiler is Senior Vice President at 
Constellation Energy.  He and his company-wide 
team oversee the integration of efficiency tech-
nologies and applications which help customers 
better manage their total energy bills and create 
optimal energy solutions.  His current focus is 
NewEnergy’s advanced load response initiative 
which will support the development of thousands 
of megawatts of load response among Constel-
lation’s North American customer base.
A part of Constellation NewEnergy  or its pre-
cursor retail companies since 1997, Peter has 
been active in the competitive energy markets 
since their inception.  He has served in a num-
ber of positions, including Director of Customer 
Care and Director of Operations.  
Before joining Constellation NewEnergy, he 
served the International Institute for Energy 
Conservation in Chile as Program Manager, 
developing energy efficiency programs for the 
EPA’s Green Lights Initiative. Earlier in his ca-
reer, he held senior positions as a consultant 
and researcher for several Boston area energy 
consulting companies, where he was involved 
in analysis concerning the macro-level potential 
of energy efficiency and the employment and 
economic impacts of energy efficiency invest-
ments.
His experience has led him to contribute to en-
ergy related articles in Boston Business Journal 
Mass High Tech and online industry publica-
tions.
Mr. Kelly-Detwiler earned a bachelor’s of arts 
degree from Williams College and a master’s 
degree from Tufts University’s Fletcher School. 
He is fluent in English, Spanish and German.  
He also serves as an adjunct faculty member 
on the Johns Hopkins Carey School of Business 
MBA Fellows Program.
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Kennedy, J. Patrick
Founder & CEO, OSIsoft
Dr. J. Patrick Kennedy is the CEO 

and majority owner of OSIsoft. Under Dr. Ken-
nedy’s visionary leadership, the company has 
grown from a small software startup in 1980 to 
a highly profitable multimillion dollar per year 
global corporation. Prior to founding the com-
pany, Dr. Kennedy worked as a research engi-
neer for Shell Development Company and as 
an applications consultant for Taylor Instrument 
Company.
Dr. Kennedy attended the University of Kan-
sas where he earned a Bachelor of Science in 
Chemical Engineering and a Ph.D. in Chemical 
Engineering. A registered professional engineer 
in control systems engineering, he holds a pat-
ent on a catalytic reformer control system. He 
has co-authored two books, ‘In Pursuit of the 
Perfect Plant’, (Evolved Technologist., 2008), a 
chapter of the book ‘Planning, Scheduling and 
Control Integration in the Process Industries’, 
C. Edward Bodington, ed. (McGraw-Hill Co., 
1995), and is the author of numerous papers.

Kiliccote, Sila
Senior Scientific Engineering 
Associate, Lawrence Berkeley 
National Laboratory

Sila Kiliccote is a Senior Scientific Engineering 
Associate in the Building Technologies Depart-
ment at Lawrence Berkeley National Laboratory. 
She has been part of the Automated Demand 
Response team for the last few years develop-
ing demand response communication signals 
and building technologies that respond to these 
signals. The team is instrumental in drafting the 
Open Automated Demand Response Communi-
cation Standards which will be published in May 
of 2008. Her areas of interest include character-
ization of buildings, demand responsive lighting 
control systems and building systems integra-
tion and feedback for demand side manage-
ment.  She has a master’’s degree in Building 
Science from Carnegie Mellon University and 
a Bachelor of Science in Electrical Engineering 
from the University of New Hampshire.

Kley, Holger
Systems Analyst, Spirae, Inc.
Holger Kley earned his B.A. in 

mathematics from Dartmouth College and his 
M.S. and Ph.D. in mathematics from the Univer-
sity of Chicago.  After an eleven-year academic 
career at the University of Utah and Colorado 
State University during which he authored re-
search papers, advised graduate students, and 
taught at all levels of the mathematics curricu-
lum, Holger joined Spirae Inc. in 2008 in sys-
tems analysis.  
In his time with Spirae, he has conducted and 
analyzed power system simulations, developed 
methods to process and analyze test data, de-
veloped and implemented algorithms for power 
system control, contributed to proposal devel-
opment, and mapped scope and architecture for 
future platforms.

Koch, Ed
Chief Technology Officer, 
Akuacom

Ed is currently Co-Founder and CTO of Akua-
com, a company dedicated to automating De-
mand Response programs.  Ed was also Co-
Founder and CTO of Coactive Networks where 
he led all of Coactive’s engineering efforts and 
established architecture and technical direc-
tions. Before that, he managed the Automotive 
Systems Department of Navteq, where he led 
development of the first Automotive Navigation 
Systems, which are widely deployed today. He 
has 25 years of industry experience and has au-
thored numerous patents and articles in the ar-
eas of Distributed Control, Automation, Vehicle 
Guidance, Robotics, Artificial Intelligence and 
Embedded Systems. Mr. Koch has both led and 
participated in standardization efforts for the In-
telligent Vehicle Highway Systems, Consumer 
Electronics Associations, and IEEE.

Kondoh, Junji
National Institute of Advanced 
Industrial Science and 
Technology (AIST)

Junji Kondoh received D.Eng. degree from To-
kyo Inst. of Tech. in 1998.
He then joined Electrotechnical Laboratory 
(ETL) and he belongs to Energy Technology 
Research Institute (ETRI) in National Institute 
of Advanced Industrial Science and Technology 
(AIST) in Japan as a research scientist now.
He has engaged in the research on electric 
power systems with large amounts of renew-
able energy.

Kueck, John
ORNL

Lee, Annabelle
Senior Cyber Security Strategist, National 
Institute of Standards and Technology
Annabelle’s experience comprises over 30 years 
of technical experience in IT system design and 
implementation and 20 years of IT security 
specification development and testing. Over her 
career she has authored or co-authored many 
documents on IT security, cryptography, and 
testing. She began her career in private indus-
try concentrating on software testing and quality 
assurance.
Currently, Annabelle is the lead for the Smart 
Grid cyber security task at NIST. The objective 
of the task is to develop a suite of cyber secu-
rity requirements for the Smart Grid. Previously, 
Annabelle had a four-year detail to the Depart-
ment of Homeland Security (DHS). At DHS, 
she was the Director, Security Standards, Best 
Practices and R&D Coordination and Director, 
Supply Chain Risk Management in the National 
Cyber Security Division (NCSD). Prior to DHS, 
Annabelle was the Director of the Cryptograph-
ic Module Validation Program (CMVP) at NIST. 
Annabelle also served as the technical lead for 
the development of FIPS 140-2, Security Re-
quirements for Cryptographic Modules. Anna-
belle was the author of Special Publication (SP) 
800-21, Guideline for Implementing Cryptogra-
phy in the Federal Government. The Guideline 

was adopted and tailored by ANSI and the Gov-
ernment of Canada.

Liao, Paul
President and Chief Executive 
Officer, CableLabs

Dr. Paul F. Liao was named President and CEO 
of Cable Television Laboratories, Inc., on June 
10, 2009. In this capacity he heads the research 
and development organization responsible for 
charting the cable television industry’s course 
in technology.
Prior to joining CableLabs, he held the positions 
of Vice President and Chief Technology Officer 
for the Panasonic Corporation of North Ameri-
ca, and was the President of its Panasonic R&D 
Company of America. In these positions, Liao 
was responsible for technology direction and 
R&D for Panasonic in North America.
Before Panasonic, he held a number of posi-
tions at Bell Communications Research, Inc. 
(Bellcore) and Bell Laboratories including as the 
Vice President for Emerging Networks, Assis-
tant Vice President of the Solid State Research 
Laboratory, the Network Systems Research 
Laboratory, and of the Network Architecture 
and Foundations Center.
Liao is a recipient of the IEEE Millennium Medal 
and a past President of the IEEE Lasers and 
Electro-Optics Society. He is a former editor of 
the Journal of the Optical Society of America B: 
Optical Physics, and has been Co-Editor for the 
Academic Press Series entitled Quantum Elec-
tronics. Liao has also served as a member of 
the Board of Trustees of Brookdale Community 
College located in Lincroft, New Jersey.
He is a fellow of the IEEE, the American Physi-
cal Society, and the Optical Society of America 
and was part of the Leadership New Jersey 
Class of 1989.

Lightner, Eric
Director, Federal Smart Grid 
Task Force, Department of 
Energy

Eric Lightner has worked as a program man-
ager for advanced technology development at 
the Department of Energy for the last 18 years.  
For 6 years he was involved in characterization, 
monitoring and sensor technology development 
for the Office of Environmental Management in 
support of DOE’s waste clean-up efforts.  The 
following two years, Mr. Lightner was the pro-
gram manager for research and development 
for the Sensors and Controls program within 
the Office of Industrial Technologies.  Currently, 
Mr. Lightner is the Director of the Federal Smart 
Grid Task Force within the Office of Electricity 
Delivery and Energy Reliability.  The mission of 
the Task Force is to ensure awareness, coordi-
nation and integration of smart grid related ac-
tivities both within the Department of Energy and 
elsewhere in the Federal government.  These 
activities include smart grid research and devel-
opment; development of smart grid standards 
and protocols; and the relationship of smart grid 
technologies to electric utility regulation, infra-
structure development, system reliability and 
security.   Mr. Lightner earned a Bachelors of 
Science degree in electrical engineering from 
the University of Maryland and a Masters of Sci-
ence degree in electrical engineering from the 
Johns Hopkins University.
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Liscia, Laurent, Ph.D.
OASIS
Laurent Liscia is the Executive Di-

rector at OASIS, provides leadership, operation-
al oversight, and strategic vision for the consor-
tium. He represents OASIS in the international 
arena, serving as an advocate for open stan-
dards in matters of policy and adoption. Lau-
rent also develops new opportunities to extend 
the breadth and depth of future OASIS work. 
Prior to joining OASIS, he co-founded several 
Web-related companies, including Traackr and 
Webmotion. Laurent served as a Media Attaché 
for French Foreign Affairs and has worked in 
France, Canada, Italy, Ecuador, Morocco and 
the United States. He holds a doctorate from 
the Sorbonne University and speaks English, 
French, Italian, and Spanish. Laurent is based 
in San Francisco.

Lu, Ning
Pacific Northwest National 
Laboratory

Dr. Ning Lu received her B.S.E.E. from Harbin 
Institute of Technology, Harbin, China, in 1993, 
and her M.S. and Ph.D. degrees in electric pow-
er engineering from Rensselaer Polytechnic 
Institute, Troy, New York, in 1999 and 2002, re-
spectively. Dr. Lu is a senior research engineer 
with the Energy and Environment Directorate, 
Pacific Northwest National Laboratory, Rich-
land, WA. Her research interests are in smart 
grid technology development, modeling climate 
impacts on power grids, wind integration stud-
ies, and wide area energy storage system mod-
eling. Dr. Lu is a senior member of the IEEE.

Mamo, Xavier
EDF International North America
Xavier Mamo, of EDF International 

North America, is responsible for international 
research program management in the field of 
power delivery. 
He is currently working with EPRI as an inter-
national resident researcher in EPRI’s Palo Alto 
office, managing projects in the field of power 
quality, network simulation, advanced distribu-
tion, and smart grid. He developed an assess-
ment of the ongoing Smart Grid International 
Research programs and actively contributed to 
the development of a roadmap for the California 
Smart Grid, with a specific focus on research 
and energy policy issues. Prior to researching 
at EPRI, he was a project manager in the R&D 
Division of EDF since 1999  managing project 
in power quality, including measurement, analy-
sis and simulation, distribution information sys-
tems, and data management. 
He managed the Power Quality Group (16 re-
search engineers) within the Measurement and 
Information System of Electrical Networks De-
partment from 2003 to 2007 and specifically 
led the reorientation of the activities to address 
the new issues of deregulation and smart grid 
in France. 
He also contributed to the international commu-
nity with several publications and as an active 
member of CIGRE and CIRED working groups.

Markie, Tracy
President, Engenuity Systems
Tracy Markie has more than 20 years 

of experience in the control systems market and 
is co-founder and President of Engenuity Sys-
tems, Inc., a leading distributor of products used 
to implement Open System networks. Enge-
nuity’s product offering includes LONWORKS 
and LONMARK products, IT and infrastructure 
products, as well as sensors, actuators, and pe-
ripheral products used to integrate and imple-
ment open system networks for HVAC, lighting, 
security, and energy management controls. The 
company currently represents more than 60 
companies from around the world and is grow-
ing rapidly.  
A published author and presenter, Mr. Markie’s 
articles on the subjects of automation using 
LonWorks and the use of networks in control 
and sensing systems have appeared in more 
than a dozen national publications. He often 
participates at local and national industry and 
business events as an invited speaker. In addi-
tion, Mr. Markie and his company was one of the 
founding members of the LONMARK Associa-
tion where he now serves as its Chairman on 
the Board of Directors.
Mr. Markie received his B.S. in Electrical Engi-
neering Technology from the University of Maine 
and his MBA from the University of Connecti-
cut, specializing in management information 
systems and marketing. He has held various 
technical and managerial positions at National 
Semiconductor, Norden Systems/United Tech-
nologies, Intel Corporation, and Tronix Corpora-
tion.

Martinez, Ralph
Chief Scientist, Technical Fellow, 
Balance Energy

Dr. Ralph Martinez is the Chief Scientist and 
Technical Fellow at BAE Systems, Network 
Systems, Communications & Tactical Networks, 
in Reston, VA. As Chief Scientist, Dr. Martinez 
manages and conducts research on IRAD 
projects internal to BAE Systems and applies 
research results to new product development 
and CRAD opportunities. Dr. Martinez has par-
ticipated in the networking, system architecture, 
and modeling and simulation teams of JTRS 
Cluster 1, Cluster 5, and AMF, JAN-TE, JPEO 
NED-N, and revolutionary JTRS architectures 
for DARPA. Dr. Martinez has extensive expe-
rience directing and managing R&D projects 
within academia, government agencies, Depart-
ment of Defense labs, and industry in the areas 
of optical networking, test and evaluation, pro-
tocol engineering, multimedia distributed com-
puting environments, modeling and simulation, 
MANET protocols, network-aware applications, 
cognitive radio nodes, waveform networking, 
economic dispatch for power generation, and 
security systems. Dr. Martinez has 30 years ex-
perience in procuring internal and external fund-
ing for R&D activities. He has led R&D groups 
at GDE Systems, SAIC, BAE Systems, Naval 
Ocean Systems Center (SPAWAR), and the 
U. S. Army Information Systems Engineering 
Command (ISEC). While at GDE, he was also 
the Lead System Engineer for the development 
of the Global Positioning System, Phase II for 
the U.S. Air Force in 1979-82. During this time, 
he was a charter member and researcher of the 
IEEE 802 LAN Committee. While at SAIC, he 

formed the first networking division and line of 
business at SAIC in 1982. Dr. Martinez has ac-
tive participation and membership in the follow-
ing national and international standard activi-
ties: IEEE 802.3 Committee (charter member, 
1979-1985), ACR-NEMA Digital Communica-
tions in Medicine (DICOM) Standards Commit-
tee (1985-1992), OMG CORBA-Med working 
group (1994-1996),

Mater, James
Co-Founder and Director, 
QualityLogic, Inc

Recent professional activity has been voluteer 
work with NW organizations working on Smart 
Grid, Alternative Energy and Climate Change 
initiatives.
QualityLogic, Inc.: June 1994 - October 2008 
(14 years 5 months) 
From 2001 to October, 2008, I oversaw the com-
pany as President and CEO. In October, 2008, I 
stepped down form the operating role to attend 
to some family matters.   I remain a Director and 
investor.  From 1994 to 2001 I founded and built 
Revision Labs which was merged with Genoa 
Technologies in 2000 to become QualityLogic.
Prior Product Management roles at Tektronix, 
Floating Point Systems, Sidereal and Solar Di-
vision of International Harvester.
Graduate of Reed College and Wharton School, 
Univ of Penn.

McNaughton, Gary, 
BSEE, MSEE, P.E.
Vice President, Cornice 

Engineering, Inc.
Mr. Gary McNaughton has extensive experience 
in electric power system planning and opera-
tions.  He has earned BSEE and MSEE degrees, 
specializing in electric power engineering.  He is 
a registered Professional Engineer. 
Mr. McNaughton served for three years as a 
Planning Engineer for Colorado-Ute Electric 
Association, an electric G & T.  
Mr. McNaughton subsequently served ten years 
at La Plata Electric Association, as Staff En-
gineer, Chief Engineer and Assistant General 
Manager.  
Mr. McNaughton is the author of two ground-
breaking research reports for the Cooperative 
Research Network of the national Rural Electric 
Cooperative Association, Enterprise-Wide Data 
Integration in a Distribution Cooperative and 
Deployment of Mapping Systems in Distribution 
Cooperatives.  He is also the Project Technical 
Coordinator for NRECA’s MultiSpeak Initiative.
Mr. McNaughton presently serves as Vice Pres-
ident and Principal Engineer for Cornice Engi-
neering, Inc.

McParland, Charles
Computer Scientist, Lawrence 
Berkeley National Laboratory

Charles McParland is a Computer Scientist at 
Lawrence Berkeley National Laboratory.  He 
has been involved in the design and deploy-
ment of large-scale distributed data acquisition 
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and remote network communications systems 
for more than 25 yrs. Recent research activities 
have centered on wireless (802.15.4) protocols 
and their integration into both residential energy 
management and demand response control 
systems.  He has been a member of the IEEE 
for the past 12 years and has participated in 
both instrumentation and communications stan-
dards efforts

McQuade, Rae
President, NAESB

Melcher, Jerry
EnerNex Corporation

Melton, Ron
Administrator, GridWise 
Architecture Council, Pacific 
Northwest National Laboratory

Ron Melton is the administrator of the Grid-
Wise Architecture Council (GWAC) and a senior 
power systems engineer at Pacific Northwest 
National Laboratory.  He is involved in a variety 
of smart grid projects.
Dr. Melton has over 25 years of experience in 
systems engineering applied to interdisciplinary 
problems.  He received his BSEE from Univer-
sity of Washington and his MS and PhD in Engi-
neering Science from the California Institute of 
Technology.

Mohn, Terry
VP, Chief Innovation Officer, 
Balance Energy

Terry Mohn is the Chief Innovation Officer and 
Vice President for BAE Systems newly formed 
Smart and Clean Energy group and located in 
San Diego. He is responsible for ensuring clean 
and renewable electric generation can reli-
ably meet the demands of utilities, municipali-
ties and communities. This includes advancing 
BAE Systems technology portfolio and capa-
bilities towards emerging integrated microgrids 
and sustainable community solutions. Terry 
was previously chief technology strategist for 
the Sempra Energy utilities, with emphasis on 
smart grid. He specializes in the clean energy 
and the improvement of the electric grid by us-
ing modern technology. 
He has 30 years’ experience in large-scale sys-
tem architecture, business strategy, and tech-
nology investment strategy. Terry specializes 
in the business integration of technologies, pri-
marily supporting smart grid, home automation 
systems, communication systems, distribution 
automation, smart metering, demand response, 
and sense and control.  He also is very involved 
in technology research, funding and commer-
cialization and works closely with major Cali-
fornia universities. Terry presently serves as 
Vice Chairman of the GridWise Alliance, a con-
sortium of public and private stakeholders who 
share a vision and stewardship that the nation’s 
electric system must modernize for the country 
to remain competitive on the world market. Prior 
to his energy roles, Terry was chief technology 
officer for an international broadband media 
company and founder of two Internet compa-
nies.

Molitor, Paul
Director, Smart Grid, National 
Electrical Manufacturers 
Association (NEMA)

Paul A. Molitor serves as the Director of Smart 
Grid at the National Electrical Manufacturers 
Association (NEMA) in Rosslyn, VA.  He is re-
sponsible for monitoring and interfacing with 
electric utilities, manufacturers, and federal 
agencies including DOE, NIST and FERC on 
Smart Grid issues and providing information 
and direction to the NEMA government relations 
and industry operations groups who manage the 
development and deployment of standards and 
protocols for U.S. and International Smart Grid 
activities.  Prior to NEMA, Paul was the Vice 
President of Operations for Intelispan and the 
Director of Network Planning for Worldcom, Inc.  
He holds a Bachelor of Science degree in Math-
ematics including a Certificate in Mathematics 
for Computing from Kennesaw State University 
in Kennesaw, GA.

Mulligan, Geoff
Chairman, IPSO Alliance / Chair 
6lowpan WG

Geoff Mulligan is a technology consultant fo-
cused on RF sensors, IP networks, and open 
systems.  He is the Chairman of the IPSO Alli-
ance, IETF working group chair for 6lowpan, the 
Chair of the Network/Transport group within ISA 
SP100.11a,  and the author of the IP section of 
IEEE 1451.5.  He is currently working on sensor 
network projects for the US DOD and govern-
ment agencies and Smart Energy and Smart-
Grid projects.
Geoff was the Director of Technology for Inven-
sys Building Systems, Chief Scientist for Inven-
sys Controls where he was one of the founders 
of the Zigbee Alliance and network architect for 
the smart energy AMI “Goodwatts” project. Prior 
to Invensys he was Co-Founder and CEO/CTO 
of Interosa. He was a founder and senior engi-
neer of Geocast Network Systems and senior 
engineer at Sun Microsystems, where he devel-
oped Sun’s first firewall product - SunScreen. 
Prior to Sun, Geoff worked at Digital Equip-
ment’s research labs and was an Officer in the 
Air Force working at the Pentagon on computer 
and network security and teaching computer 
science at the Air Force Academy.
Geoff received is M.S. from the University of 
Denver and B.S. from the United States Air 
Force Academy. He has been an expert witness 
for a number of companies including Amazon, 
authored the book “Removing the Spam”, holds 
patents in network security and electronic mail 
and testified before Congress on Electronic 
Commerce and Computer Security.

Neenan, Bernie
Technical Executive, EPRI
Bernie Neenan is a Technical Ex-

ecutive at the Electric Power Research Institute 
(EPRI). His research focus is characterizing 
how electricity consumers respond to prices 
and information, and quantifying the benefits of 
disruptive technologies such as hyper-efficient 
energy devices, smart grid and smart meter grid 
technologies, and electric vehicles. 

Currently, he is organizing a collaborative initia-
tive to develop an insightful and actionable un-
derstanding of how feedback influences house-
hold electricity consumption. Another project 
will integrate the body of research on the value 
of demand response into a comprehensive, but 
practical, framework to support pricing plan de-
signers and evaluators. To foster and direct re-
search on advanced devices and technologies, 
he and his colleagues at EPRI are devising a 
robust framework for identifying and quantifying 
the societal benefits attributable to their adop-
tion.
For 25 years, Bernie has been at the forefront 
of designing, implementing, and evaluating re-
tail electricity services to provide customers 
with pricing plans that promote efficiency and 
improve customer service. He has been en-
gaged in initiatives that successfully integrated 
demand response into ISO/RTO market plan-
ning, scheduling, and dispatch operations. The 
analytical and empirical methodologies that re-
sulted from that research have been employed 
by ISOs/RTOs, public agencies, utilities, and 
competitive retailers to value and price demand 
response.
Neenan holds a Bachelor’s and Ph. D in Agri-
cultural Economics from Cornell University, and 
a Master’s in Food and Resource Economics 
from the University of Florida.

Nelson, Tom
NIST

Oliver, Terry
Chief Technology Innovation 
Officer, Bonneville Power 
Administration

Terry Oliver has worked globally to advance en-
ergy conservation and renewable energy.  He 
has worked for BPA since 1981. 
In the Pacific Northwest he managed one of the 
world’s largest residential energy conservation 
programs, the PNW Residential Weatherization 
Program, lead ground-breaking research on 
community-based energy conservation applica-
tions in the Hood River Conservation Project, 
and established two enduring icons of energy 
efficiency innovation, the Lighting Design Lab 
and the Energy Ideas Clearinghouse.
In 1992 he moved to Bangkok, Thailand, to lead 
the Asia Regional Office of the International In-
stitute for Energy Conservation (IIEC).  
In 2000, Terry returned to BPA where he worked 
on BPA’s EnergyWeb concept and its applica-
tion to the PNW.  As part of this effort he helped 
create BPA’s Non-Wires Solutions initiative, 
participated in EPRI’s Intelligrid grid architec-
ture initiative, and lead the GridWise Alliance 
Demonstrations Working Group.  
In June 2005 Terry was appointed Bonneville 
Power Administration’s first Chief Technology 
Innovation Officer, responsible for re-energiz-
ing, focusing, and managing BPA’s research 
and development activities.
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Perry, Roy
Director, Technology Integration, 
CableLabs

Roy Perry serves as Director, Technology In-
tegration in the Broadband Network Services 
group at CableLabs. 
He manages several cross-industry initiatives 
focused on deployment and operations of ad-
vanced applications and services on cable’s 
broadband infrastructure. These include IP-
based voice services and next-generation home 
security, monitoring, and automation, including 
energy management services and solutions. He 
leads the Security, Monitoring, and Automation 
(SMA) program at CableLabs, which developed 
the SMA interoperability specification - subse-
quently selected as a draft standard for national 
Smart Grid interoperability.  
Mr. Perry has over twenty years experience 
defining business and technical strategies, 
and managing deployment of, Internet services 
ranging from the very first dialup Internet ser-
vice to the most advanced broadband Internet 
services, including VoIP. 
Mr. Perry has held cable-specific management 
positions at US WEST, MediaOne, Cisco, Nortel 
(VP), and Adelphia.

Piasecki, Ray
Technical Director, Engineering 
Fellow, BAE Systems

Ray Piasecki is an Engineering Fellow and the 
Chief Architect at Balance Energy, a BAE Sys-
tems initiative in San Diego CA. As Chief Archi-
tect, Mr. Piasecki directs the architecture de-
velopment and software design of Smart Grid, 
MicroGrid and Energy Systems applications 
developed at Balance Energy.  
For the last 28 years, Mr. Piasecki has led both 
advanced research and application develop-
ment projects in the field of distributed informa-
tion systems , knowledge management systems 
and distributed control applications for enter-
prise level and embedded real-time applica-
tions. Mr. Piasecki has been a speaker at many 
industry technology conferences and has also 
participated in several industry consortia and 
standards committees, such as OSF, OMG, 
IEEE and Enterprise Java, that have worked to 
develop standards and technology concepts in 
the field of information management, informa-
tion semantics and distributed systems archi-
tectural frameworks.

Piette, Mary Ann
DRRC Research Director, 
Lawrence Berkeley National Lab

Mary Ann Piette is a Staff Scientist at Lawrence 
Berkeley National Laboratory and the Research 
Director of the PIER Demand Response Re-
search Center. She has at LBNL since 1983 
and has extensive experience evaluating the 
performance of energy efficiency and demand 
response in large facilities. The DRRC is a 
3-year old Center to plan, manage, conduct and 
disseminate DR research for the California En-
ergy Commission. Ms. Piette has a BA in Phy-
scial Science and a MS Degree in Mechanical 
Engineering from UC Berkeley and a Licentiate 

from the Chalmers University of Technology in 
Gothenburg, Sweden.

Pothamsetty, Venkat
Cisco
Venkat Pothamsetty is a business 

development manager in the Smart Grid Solu-
tions Group at Cisco.  He has been helping criti-
cal infrastructure owners and operators secure 
their network infrastructure for the past 5 years 
and is involved with Smart Grid services and so-
lutions for the past year.  
He is the lead developer of industry first SCA-
DA firewall and honeynet, both released open 
source. He has led the development of Cisco’s 
energy architectures.  He has a MBA from UT 
Austin.

Pratt, Rob
GridWise Program Manager, 
PNNL

Mr. Pratt leads PNNL’s GridWise(Tm) initiative 
that has spawned a new DOE R&D program 
and an industry alliance that share a vision of 
an information-rich future for the power grid. He 
leads a team with a focus on communications 
architecture, advanced control technology, and 
simulation and analysis of the combined engi-
neering and economic aspects of the future 
grid. 
Mr. Pratt also leads a PNNL initiative that re-
cently commissioned the new Electricity Infra-
structure Operations Center, a fully-equipped 
grid control center capable of serving as a back-
up center, containing live phasor data resources 
from around the U.S. and state-of-the-art analy-
sis tools. It serves as a unique technology de-
velopment, valuation, training, and technology 
transfer platform. The initiative is currently de-
veloping advanced grid control and situational 
awareness technologies and watershed/hydro 
system management capabilities.

Prochaska, Dean
National Coordinator for Smart 
Grid Conformance, NIST

Dean Prochaska joined the National Institute of 
Standards and Technology at the end of April 
2009 and is serving as the National Coordinator 
for Smart Grid Conformance.  Prior to working 
at NIST, Dean worked in the Telecommunica-
tions Industry for over 20 years.  In his most re-
cent position in the Telecom Industry he served 
as the Director of Global Technology Standards 
for Sprint’s wireless and wire line business.   In 
this role his department was instrumental in the 
technology direction for Sprint.  His department 
also had responsibility for driving requirements 
into technology standards to support Sprint’s 
network and product requirements.   Dean also 
served on multiple standards boards including 
the WiMAX Forum, Open Mobile Alliance and 
also the CDMA Development Group Executive 
Board.  Prior to Dean’s Standards position he 
also held executive positions in the Sprint En-
gineering and Operations division where he 
was responsible for directing technical groups 
responsible for the original design, build out, 
and operation of multiple major Sprint wireless 
systems.  His tenure in the wireless industry 

also includes previous positions in Business 
Development.

Pullins, Steven W
Past Team Leader, DOE/NETL 
Modern Grid Strategy

Mr. Pullins has more than 25 years of utility in-
dustry experience in operations, maintenance, 
systems engineering, training, and project de-
velopment.  He currently leads the nation’’s 
Modern Grid Initiative for the National Energy 
Technology Laboratory.  Also deeply involved 
in business and technology efforts of utilities 
in power system optimization, RTO/ISO opera-
tions process and markets development, Utility 
of the Future, and strategic consulting on util-
ity enterprise business performance.  He has 
successfully managed large Operations and 
Maintenance organizations, as well as large 
multi-discipline projects.  He has extensive 
experience in leadership development, perfor-
mance enhancement, and business transforma-
tion.  Mr. Pullins has worked across the utility 
sector from fuel cycle to generation to transmis-
sion and distribution.  He holds a BS and MS in 
Engineering.

Rappaport, Jon
Chairman U-SNAP Alliance, 
U-SNAP Alliance

Jon Rappaport serves as the founding Chair-
man of the U-SNAP Alliance, an open industry 
association promoting an industry standard for 
connecting energy aware consumer products 
with smart meters.  By day, Jon works for Sen-
sus Conservation Solutions, managing product 
marketing and strategic alliances for all Home 
Area Network (HAN), Demand Response (DR) 
and Energy Automation & Control products, as 
well as helping to guide Smart Grid strategy.  
Having joined the Sensus team in 2008, he 
brings with him over 25 years of deep domain 
expertise in home and building automation, sys-
tems integration, energy management, user-in-
terface (patented contextual UI method), Smart 
Grid services and public speaking.  Jon has 
served as a board advisor to various early stage 
hardware & software technology companies 
and has co-founded three successful hardware/
software startups.  Additionally he has held nu-
merous sales & marketing management posi-
tions with Honeywell, Tyco, IBM & Lantronix.

Reder, Wanda
Vice President, S&C Electric
Wanda Reder is the Vice President 

of the Power Systems Services Division at S&C 
Electric Company.  This division offers consult-
ing and engineering services, field services, 
and project management to utilities and power 
users.  
She was involved in the justification and deploy-
ment of dis-tribution automation, planning for 
long-range delivery sys-tems needs, and devel-
opment of conservation and load man-agement 
initiatives.
In 2001, she joined ComEd as Vice President 
of Engineering and Planning.  ComEd provides 
electric service for approxi-mately 3.4 million 
customers in northern Illinois.  Wanda’s areas 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 370



of responsibility included system planning, en-
gineering standards, maintenance, reliability, 
and mapping.  In 2003, she assumed leader-
ship of Exelon Energy Delivery Asset Manage-
ment, spanning the service areas of ComEd 
and PE-CO in Philadelphia.  She was addition-
ally responsible for as-set investment strategy, 
electric transmission, substation stan-dards, 
new business engineering, delivery engineer-
ing, and work management.   
Wanda has served on the IEEE Power & Ener-
gy Society (PES) Governing Board since 2002 
and is currently the IEEE PES President.  She 
has researched the maturing workforce of the 
power industry to prepare a “road map” for ac-
tions to be taken.  She has been featured as a 
distinguished lecturer and her interpretation of 
the challenge has been extensively pub-lished. 
In response to her efforts, a Power & Energy 
Engineer-ing Workforce Collaborative (www.
ieee/go/pes-collaborative) has been initiated, 
and a career website (www.PES-Careers.org) 
for engineering students seeking employment 
in power and energy has been developed. IEEE 
PES has also started new initiatives to improve 
the image of power engi-neers globally, and to 
build support for universities to educate the next 
generation of engineers.

Reinprecht, Nada
nemmco
Nada has two degrees: B.Sc in 

Electrical Engineering, majoring in Power Sys-
tems and Computer Science Graduate Diploma. 
She is currently employed by National Electric-
ity Market Management Company as a Senior 
Information Systems Specialist. The main area 
of responsibilities includes Strategy and Archi-
tecture, especially business to business data 
exchange architecture, XML technologies and 
standards.  As an active member of United Na-
tions Centre for Electronic Business and Trade 
Facilitation, she contributes in the develop-
ment of electronic business architecture.  As 
the NEMMCO representative in the aseXML 
Standard Working Group she contributes in the 
development of A Standard for Energy Transac-
tions in XML (aseXML).

Renz, Bruce
President, Renz Consulting, LLC
In September 2000, Bruce Renz re-

tired from American Electric Power Company, 
following a 36-year career, and formed Renz 
Consulting, LLC. Prior to retirement, Renz was 
AEP vice president - Energy Delivery Support.  
He was responsible for electrical research, elec-
trical laboratories, telecommunications, tech-
nology delivery, I.T. application development, 
measurements and customer support systems. 
Since retirement from AEP, Renz has been in-
volved in a number of technology-related pro-
grams. As principal consultant to the DOE’s 
National Energy Technology Laboratory, Renz 
has helped develop its Modern Grid Strategy, 
providing a detailed definition of many Smart 
Grid concepts enacted into law. Renz has also 
played a role in the development of Broadband 
over Powerline (BPL) communications sys-
tems.
Renz began his career with the AEP Service 
Corporation as an assistant engineer in 1963.  
He held a variety of technical and managerial 
positions (including assistant to the CEO) over 

the next several decades, becoming chief elec-
trical engineer in 1990 and vice president in 
1992.  
A registered professional engineer in New York 
and Ohio, Renz has been recognized as the Co-
lumbus Technical Council’s Person of the Year 
- 1992.  He is a member of Eta Kappa Nu and a 
Life Fellow of IEEE.

Robinson, Charley
ISA

Salmi Klotz, Jason
BPA
Jason is a Public Utilities Specialist 

working on Demand Response and Smart Grid 
for the Bonneville Power Administration.  Jason 
has worked for the California Public Utilities 
Commission, the Federal Energy Regulatory 
Commission and the Vermont Public Service 
Board. Jason holds both a Masters Degree and 
JD for Vermont Law School.

Saxton, Terry
Vice President, Special Projects, 
Xtensible Solutions, Inc.

Terry Saxton is Vice President and a founder of 
Xtensible Solutions, a company offering profes-
sional consulting services to the international 
energy/utility industry in the development of 
Enterprise Information Management (EIM) so-
lutions and strategies based on the Common 
Information Model (CIM) and related standards. 
Mr. Saxton is Convener of IEC TC57 WG13 re-
sponsible for the CIM and other international 
standards for energy management system in-
terfaces. He manages projects for EPRI dealing 
with the CIM, most recently extending the CIM 
to support planning applications and dynamic 
model exchange. Mr. Saxton has many years 
of experience in the analysis, design, develop-
ment, and implementation of a wide range of 
system integration solutions for electric utilities 
and the US Department of Defense.  Prior to 
starting Xtensible Solutions, Mr. Saxton worked 
for BearingPoint, KEMA Consulting, Siemens 
Power Systems Control, Honeywell, Informa-
tion Exchange Systems, and Bell Telephone 
Laboratories. He received an MSEE from the 
Massachusetts Institute of Technology (MIT) in 
Cambridge, Massachusetts, USA, and BSEE 
and BS Math with Honors from California State 
Polytechnic University.

Schoechle, Tim, PhD
Principal, International Center for 
Standards Research

Timothy Schoechle, Ph.D. has been engaged 
in the field of computer and communication en-
gineering, including their standardization, for 
over 30 years, and has been involved in com-
munication policy for over a decade. As an 
entrepreneur, he was an early pioneer in   key 
technologies including microprocessors, UPC 
bar codes, RFID tags, VoIP, PLC (power-line 
carrier), CEBus networking, broadband ac-
cess, and residential gateways.   He has written 
and lectured on such topics as electronic pri-
vacy, network architectures, Internet telephony, 

higher education, distance learning, technical 
standards, patents, innovation, and intellectual 
property.
Dr. Schoechle has been instrumental in develop-
ing industry standards for home networks, home 
automation and control, and he is internationally 
known for his work on standards for residential 
gateways. He is a successful entrepreneur in 
the formation of new technology-based compa-
nies including B.I. Incorporated, a $150 million 
telecommunications services firm in Boulder, 
Colorado. He has a long history of product de-
velopment with such industry leaders as Mit-
subishi, TI, Samsung, BellSouth, USWEST and 
NEC, either as a partner or as a consultant. Dr. 
Schoechle was recently a faculty member in the 
Interdisciplinary Telecommunications Program 
at the University of Colorado, where he was also 
a founder and Director of the International Cen-
ter for Standards Research (ICSR).  He served 
as the organizer and General Chair of the SIIT 
2001, (2nd IEEE Conference on Standardiza-
tion and Innovation in Information Technology).
He holds a B.S. in Administrative Science from 
Pepperdine University, and an M.S. in Telecom-
munications (engineering) and Ph.D. in Commu-
nication Policy from the University of Colorado.   
His dissertation focused on the development of 
the international standardization system and on 
its current issues and dynamics.

Schomberg, Richard
VP Innovation Europe, EDF 
Group

Richard Schomberg, VP Research EDF Inter-
national, grew up in a French American environ-
ment. Master of Sciences of Ecole Superieure 
d’Electricite, he has been holding many man-
agement positions for 25 years at EDF R&D. In 
1980, he created a startup company designing 
microcomputer software distributed for the first 
time in French bookstores (revenue 6M$ over 
18 months). He has been Professor of System 
Engineering at Ecole Superieure d’Electricite 
for 6 years, and Chair of Intelligrid Architecture 
and Strategy Committee.
He is President elect at IEC (World Standard 
Organization) in charge of “System aspects for 
energy delivery” and chair the IEC Smart Grid 
Strategic Group, member of the Technology 
Advisory Board of Southern California Edison 
Smart Grid. He has been appointed member 
of the US DoE Gridwise Architecture Council. 
He had the responsibility of EDF R&D activities 
in North America (strategic innovation partner-
ships in priority with the Electric Power Research 
Institute, National Laboratories, Universities 
and scientific/technical innovation players). He 
is sourcing and transferring innovations to EDF 
Group in Europe.

Searle, Justin
Senior Security Analyst, 
InGuardians, Inc.

Justin Searle, a Senior Security Analyst with 
InGuardians, specializes in penetration testing 
and security architecture. Justin currently leads 
the Smart Grid Architecture group of the Cyber-
security Coordination Task Group (CSCTG) for 
the National Institute of Standards and Tech-
nologies (NIST) and serves as a member of the 
Architecture Board for the Advanced Security 
Acceleration Project for the Smart Grid (ASAP-
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SG) group. Previously, Justin served as JetBlue 
Airway’s IT Security Architect and has provided 
top-tier support for the largest supercomputers 
in the world. Justin has taught hacking tech-
niques, forensics, networking, and intrusion 
detection courses for multiple universities and 
corporations. Justin has presented at top secu-
rity conferences including DEFCON, ToorCon, 
ShmooCon, and SANS. In his rapidly dwindling 
spare time, Justin co-leads prominent open 
source projects including The Middler, Samurai 
Web Testing Framework, and the social net-
working pentest tools: Yokoso! and Laudnum. 
He is actively working to finish the upcoming 
bestseller Hacking Social Networks, with Tom 
Eston of the Security Justice Podcast, and Kev-
in Johnson of InGuardians. Justin has an MBA 
in International Technology and is CISSP and 
SANS GIAC-certified in incident handling and 
hacker techniques (GCIH) and intrusion analy-
sis (GCIA).

Shah, Vishant
EnerNex corporation

Silverstein, Alison
Principal, Alison Silverstein 
Consulting

Alison Silverstein works independently with a 
variety of private and federal clients, providing 
advice, research, and writing on strategic, mar-
keting and regulatory matters. Public speaking 
on electric transmission, electric reliability, en-
ergy efficiency, energy policy, and more. Prior 
to her consultancy, Ms. Silverstein advised then 
FERC Chairman Pat Wood on a variety of le-
gal, economic, strategic and administrative is-
sues spanning the agency’s electric, hydro, 
and pipeline responsibilities.  Before moving to 
the FERC, she worked as Advisor to Chairman 
Wood at the Public Utility Commission of Texas, 
covering both electricity and telecommunica-
tions matters.
Before becoming a regulator, Ms. Silverstein 
worked variously for Pacific Gas & Electric Co., 
ICF Inc., the Environmental Law Institute, and 
the U.S. Department of Interior.  She has a MBA, 
Stanford University; MSE, Systems Analysis 
and Economics, The John Hopkins University, 
Department of Geography and Environmental 
Engineering; and a BA, Economics, The John 
Hopkins University.

Simmon, Eric
NIST

Snyder, Aaron
Consulting Engineer, EnerNex 
Corporation

Aaron F. Snyder, Ph.D., obtained his education 
from Virginia Tech in Blacksburg, Virginia, and 
the Institut National Polytechnique de Grenoble 
(INPG) in Grenoble, France. He is currently a 
Consulting Engineer for EnerNex Corporation in 
Knoxville, Tennessee, and actively participates 
in smart grid and advanced metering infrastruc-
ture organizations. He serves on numerous 
metering standards development committees 
at national (ANSI) and international (IEC, IEEE, 
OIML) levels. He is a Senior Member of IEEE.

Su, David
Chief of the Advanced Network 
Technologies Division, NIST

Dr. David Su is the Chief of the Advanced Net-
work Technologies Division of the Information 
Technology Laboratory. He is leading the group 
to conduct research in the area of communica-
tions protocol modeling, testing, performance 
measurement, and standardization. Before join-
ing NIST, Dr. Su was with GE Information Ser-
vices in charge of developing software for its 
worldwide data network. He received his PhD 
in computer science from the Ohio State Uni-
versity in 1974.

Takeuchi, Junichi
Director, IBM Japan
Junichi Takeuchi works for Smarter 

Building Consortium (SBC) as PMO with Tokyo 
Metropolitan Research Institute for Environ-
mental Protection.  Takeuchi joined IBM in 1977 
at the IBM Japan, working in a variety of areas 
including system sales, PLM solution, Telemat-
ics, and business development of energy man-
agement.  In 2004-5 he run a business unit of 
Asia Pacific region, he deeply focuses on digital 
engineering and product design process inno-
vation.
In 2008 Takeuchi began working with the Japan 
Department of Energy efficiency on the policy 
study work, collaboration and planning that led 
to the establishment of the Smarter Building 
Consortium in mid 2009.
SBC aims to create new market opportunity to 
resolve energy conservation issue of commer-
cial building which has no BEMS and no spe-
cialist of energy management. Low-cost energy 
management system by IPv6 based sensor and 
actuator network is expected to be key technol-
ogy. 
And standardization of network/data-model/
B2G-interoperability to motivate industry stake-
holder is crucial to create new market opportu-
nity. 
Takeuchi is active in ISO/TC204 Working Group 
5.

Thomas, Chris
Policy Director, Illinois Citizens 
Utility Board

Chris Thomas is the Policy Director for the Il-
linois Citizens Utility Board (CUB), which has 
been referred to as the “gold standard” of con-
sumer groups nationwide by The St. Louis Post 
Dispatch.  Mr. Thomas holds an advanced de-
gree in economics and finance and regularly 
testifies as an expert witness on various elec-
tric, natural gas, and telecom  regulatory issues.  
In addition, Mr. Thomas has worked to promote 
dynamic pricing and demand response pro-
grams for Illinois residential electric customers.  
Mr. Thomas’ goals will be realized when there is 
a full, seamless integration of energy efficiency, 
demand response, and other demand side re-
sources into the Illinois’ utility default service 
programs.

Violette, Dan
Principal, Summit Blue
Daniel Violette, Ph. D.,  is a Princi-

pal with Summit Blue Consulting.  Prior to co-
founding Summit Blue, he served as a Sr. Vice 
President and Director with Hagler Bailly Con-
sulting for over 10 years.  Dr. Violette has man-
aged many complex projects resulting in recom-
mendations to senior management regarding 
actions to be taken related to demand response 
(DR), pricing and rates, resource planning, and 
energy efficiency. Current projects include sev-
eral multi-year efforts examining the role of DR 
in resource planning and development of in-
tegrated resource plans that address risk and 
uncertainty. He also has completed projects for 
the International Energy Agency on the value of 
DR in resource planning including hedge val-
ues and risk management, and has authored 
a report for the Demand Response Research 
Center (and the California Energy Commission) 
on an integrated framework for assessing en-
ergy efficiency and DR.  He is well known for his 
years of work on demand-side issues including 
planning, design, integration and evaluation. Dr. 
Violette served three elected terms as President 
of the Association of Energy Services Profes-
sionals (AESP) International, and he currently 
serves as Vice Chair of the Peak Load Manage-
ment Alliance (PLMA).

Wacks, Kenneth
President, Home & Utility 
Systems, Chair, Technical 
Advisory Board, GRIDPLEX Inc.

Dr. Wacks has been a pioneer in establishing 
the home systems industry and a management 
advisor to more than 100 clients worldwide, 
ranging from startups to the Fortune 500.  His 
business focus includes home and building 
systems, utility customer services, and digital 
entertainment networks.  Corporate managers 
depend on Dr. Wacks to identify business op-
portunities in emerging markets with clear and 
practical advice relevant for product develop-
ment and market positioning.
Dr. Wacks was appointed to the United States 
Department of Energy ‘GridWise Architecture 
Council’ to develop a smart electric grid for 
reliable, cost-effective, and efficient distribu-
tion of energy.  For electric and gas utilities, he 
has defined and demonstrated new customer 
services by linking utility communications with 
home automation to deliver demand response 
and value-added services.
The Consumer Electronics Association chose 
Dr. Wacks to chair the international commit-
tee (ISO/IEC) establishing world standards for 
home and building automation.  In addition, he 
has written American National Standards in 
home automation.  He contributed to the devel-
opment of standards for networking home appli-
ances under the auspices of the Association of 
Home Appliance Manufacturers (AHAM).
Dr. Wacks chairs the Editorial Advisory Board 
of the CABA magazine ‘iHomes & Buildings’ 
(available at www.caba.org) and is a featured 
contributor under the byline ‘Ken Wacks Per-
spectives.’  Dr. Wacks received his Ph.D. from 
MIT as a Hertz Fellow and studied at the MIT 
Sloan School of Management.  Please visit 
www.kenwacks.com for additional information.
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Wakefield, Matt
Program Manager, Smart Grid 
Demonstrations, Electric Power 
Research Institute

Matthew P. Wakefield (Matt) is Program Man-
ager, Smart Grid Demonstrations at the Elec-
tric Power Research Institute (EPRI) managing 
EPRI’s smart grid demonstration initiative. He 
has over 22 years of energy industry experience 
and prior to joining EPRI, was the Manager of 
Applied Technology for Integrys Energy Group 
focused on developing and applying informa-
tion and communication technologies related to 
real-time energy information transfer between 
control centers, generators, markets and  con-
sumers. This team developed a number of inno-
vative solutions including DENet® and eMiner® 
that utilized open source software and low-cost 
embedded hardware while leveraging customer 
owned Internet communications for smart grid 
applications in both regulated and deregulated 
energy markets. He received his BS degree in 
Technology Management from the University of 
Maryland University College.

Waligorski, Joe
FirstEnergy
Mr. Waligorski has over 25 years 

experience in the electric utility industry inte-
grating technology into the T&D system.  He led 
FirstEnergy’s Integrated Grid Communication 
& Automation (IGCA) effort, facilitating the de-
velopment of FirstEnergy’s smart grid roadmap, 
outlining the  FirstEnergy direction and technol-
ogies to achieve smart grid vision, receiving an 
EPRI Technology Transfer Award for this indus-
try model roadmap.  
Mr. Waligorski is Chairman of the Grid App 
Consortium, a utility group with DOE support to 
advance development and deployment of smart 
grid technologies with near-term impacts.
Mr. Waligorski is a recognized leader in the 
Smart Grid arena with leadership and experi-
ence in Distributed Energy Resource (DER)  
technologies and applications as well as par-
ticipation in industry groups.  He leads strategic 
development and applications of the Integrated 
Distributed Energy Resource (IDER) project at 
FirstEnergy’s Jersey Central Power & Light op-
erating company, which combines 8MW of vari-
ous DER technologies on an integrated platform 
providing demand response and an overall visu-
alization of system conditions.  Leads FirstEn-
ergy’s T&D research and development including 
strategic development and applications for en-
ergy storage and distributed resources as well 
as sensors and integration of other technolo-
gies.  He facilitated FirstEnergy’s IGCA effort 
since its inception, establishing the vision and 
mission, and developing processes and prac-
tices for evaluation of candidate technologies.  
Mr. Waligorski participates and provides leader-
ship in many industry consortia efforts including 
DOE Smart Grid workshops, NIST Smart Grid 
Standards Interoperability Interim Roadmap 
workshops, EPRI industry workshop on Road-
map development and hosted Grid App (Chair-
man).

Wallace, Evan
NIST

Warmer, Cor
Researcher, ECN
Cor Warmer has a long-time expe-

rience in research at ECN in intelligent energy 
grids. Current research focus is on intelligent 
distributed control mechanisms for electric-
ity grids with a high penetration of distributed 
generation. Together with colleagues he has 
developed the PowerMatcher technology, a 
distributed energy systems architecture, soft-
ware system, and communication protocol that 
enables coordinated operation of small electric-
ity producing or consuming devices based on 
economical value.

Widergren, Steve
Principle Engineer, Pacific 
Northwest National Laboratory 
(PNNL)

Steve Widergren contributes to the research 
and development of new solutions for reliable 
operation of electric power systems. Common 
throughout his career is the application of infor-
mation technology to power engineering prob-
lems including, simulation, control, and system 
integration.  He is a principle investigator at 
Pacific Northwest National Laboratory where 
he leads the smart grid architecture and stan-
dards effort. The smart grid vision embraces 
the trends in low-cost computer processing and 
sensors, wide accessibility to communications, 
and market-driven services, and shapes them 
into a vision of a transformed electric power sys-
tem: smarter, more agile, and cost effective.  In 
this environment, power consuming equipment, 
distributed generation, and storage systems 
collaborate as full participants in system opera-
tion.
Prior to joining Pacific Northwest National 
Laboratory, he engineered and managed en-
ergy management systems (EMS) products for 
electric power utilities.  He was also involved 
in the emerging retail electric energy markets 
area.  Application areas included energy trad-
ing, supervisory control and data acquisition 
(SCADA) systems, and power system security 
assessment tools.  Mr. Widergren received an 
M.S. and a B.S. in electrical engineering from 
the University of California, Berkeley.  He is ac-
tively involved in the IEEE Power Engineering 
Society and has participated in IEEE and IEC 
standards efforts that bridge power engineering 
with information technology.

Wollman, David
Group Leader (acting), Quantum 
Electrical Metrology Division, 
NIST

Dr. David A. Wollman is one of NIST’s team 
leads for its smart grid project, and is a man-
ager in the Quantum Electrical Metrology Di-
vision, including of programs to maintain and 
advance the Nation’s electrical standards and 
metrology supporting the electric power indus-
try. Before joining the Division, he served in 
several positions at NIST, including Scientific 

Advisor in the Electronics and Electrical En-
gineering Laboratory, Program Analyst in the 
NIST Director’s Program Office, and bench-
level scientist in Boulder, Colorado developing 
advanced high-resolution microcalorimeter x-
ray detectors for microanalysis and astronomy 
applications. Before joining NIST, Dr. Wollman 
received his Ph.D. from the University of Illinois 
at Urbana-Champaign in the areas of supercon-
ducting electronics and device micro/nanofabri-
cation. He has given numerous invited talks at 
international conferences, has published over 
50 articles and book chapters, and holds three 
U.S. patents. He has received many awards, in-
cluding the U.S. Department of Commerce Gold 
Medal and the NIST Applied Research Award.

Woychik, Eric
VP Regulatory Affairs, Comverge, Inc.
Dr. Woychik has acted as President and founder 
of Strategy Integration, LLC, Senior Director of 
Business Development for Comverge, CAISO 
Board member, and Principle of Synergic Re-
sources Corp.  In the last 30 years he has work-
ing with many stakeholders, in 20 countries, 
and for more than 50 utilities in North America, 
on electricity markets, policy, and the demand-
side.  Dr. Woychik holds a B.S. in Environmental 
Planning and Policy Analysis from U.C. Davis, 
an M.S. in Economics from New Mexico State 
University, and a Doctorate in Management 
from Case Western Reserve University.

Zhou, Joe
CTO, Xtensible Solutions
Mr. Zhou is CTO of Xtensible So-

lutions, which provides enterprise information 
management and integration solution and ser-
vices to the energy and utility industry.  With 
about 20 years of industry experience, and hav-
ing provided services for more than two dozen 
utilities worldwide, Mr. Zhou works with his cli-
ents to build sustainable information manage-
ment and integration solutions that leverage 
industry standards and best practices in order 
to enable and improve business and systems 
interoperability. Mr. Zhou played key roles in 
and contributed regularly to standards groups, 
including NIST Smart Grid Interoperability T&D 
DEWG, IEC TC57 WG14, UCAIug OpenSG, 
NAESB, OAGi, and UN/CEFACT TMG, which 
defines standards for systems interoperability.
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APPENDIX D  -  FORUM PARTICIPANTS  

 
Jamshid  J. Afnan 

ISO New England Inc. 
jafnan@iso-ne.com 
 

 Sandy  Aivaliotis 

The Valley Group, a Nexans Company 
sandy.aivaliotis@nexans.com 
 

Ron  Ambrosio 
IBM 

rfa@us.ibm.com 
 

 George  Arnold 
NIST 

george.arnold@nist.gov 
 

Jessica  Ascough 

Harris Corporation 
jascough@harris.com 

 

 Diane  Ashley 

Lockheed Martin 
diane.ashley@lmco.com 

 
Curtis  Ashton 
Qwest 

curtis.ashton@qwest.com 
 

 Skip  Ashton 
Ember 

skip.ashton@ember.com 
 

Russ  Atkins 

Duke Energy 
russell.atkins@duke-energy.com 

 

 Sandy  Bacik 

Sensus 
sandy.bacik@sensus.com 

 
Yahia  Baghzouz 
University of Nevada Las Vegas 

tasha.ramos@unlv.edu 
 

 David  Bakken 
Washington State University 

bakken@eecs.wsu.edu 
 

John  Banting 
Cooper Power Systems 
john.banting@cooperindustries.com 

 

 Frank  Barnes 
University of Colorado-Boulder 
margie.bopp@colorado.edu 

 
Larry  Barto 

Georgia Power Company 
labarto@southernco.com 
 

 Thomas  Basso 

National Renewable Energy Laboratory 
thomas.basso@nrel.gov 
 

Alie  Beauchamp 
Umatilla Electric Cooperative 

alie.beauchamp@umatillaelectric.com 
 

 Phil  Belanger 
Oaktree Wireless 

phil.belanger@oaktreewireless.com 
 

Mark  Bello 

NIST 
mark.bello@nist.gov 

 

 Klaus  Bender 

Utilities Telecom Council 
klaus.bender@utc.org 

 
Aaron  Bennett 
NERC  

aaron.bennett@nerc.net 
 

 Edward  Beroset 
Elster Solutions 

edward.j.beroset@us.elster.com 
 

Adam  Berrey 
General Catalyst Partners 
aberrey@generalcatalyst.com 

 

 Tom  Bialek 
San Diego Gas & Electric 
tbialek@semprautilities.com 

 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 375



   
 

 

Mike  Bianco 
Bridge Energy Group 

mbianco@bridgeenergygroup.com 
 

 Keith  Biesecker 
Noblis 

kbiesecker@noblis.org 
 

Douglas  Biggs 

InfoGard Laboratories 
dbiggs@infogard.com 

 

 Paul  Blomgren 

SafeNet GSD 
paul.blomgren@safenet-inc.com 

 
Mark  Bloomberg 
Progress Software 

mbloombe@progress.com 
 

 Katie  Bloor 
RLtec 

katie.bloor@rltec.com 
 

David  Bonnett 
NISC  
david.bonnett@nisc.coop 

 

 Jonathan  Booe 
North American Energy Standards Board 
jbooe@naesb.org 

 
Holly  Bounds 

Siemens Energy, Inc. 
holly.bounds@siemens.com 
 

 Simon  Bowen 

Alabama Power Company 
swbowen@southernco.com 

 
Paul  Boynton 
NIST 

paul.boynton@nist.gov 
 

 Dan  Brancaccio 
Bridge Energy Group 

dbrancaccio@bridgeenergygroup.com 
 

Tanya  Brewer 

NIST 
tanya.brewer@nist.gov 

 

 Jay  Britton 

AREVA T&D 
jay.britton@areva-td.com 

 
Natasha  Brock 
Pacific Northwest National Laboratory 

natalia.brock@pnl.gov 
 

 Bobby  Brown 
EnerNex Corp OBO Consumers Energy 

bobby@enernex.com 
 

Nora  Brownell 
Espy Energy Solutions, LLC 
nora.brownell@verizon.net 

 

 Anto  Budiardjo 
Clasma Events Inc. 
anto@clasma.com 

 
Boris  Bulanov 

Progress Software 
bbulanov@progress.com 
 

 David  Bunzel 

Santa Clara Consulting Group 
sccg@pacbell.net 
 

Robert  Burke 
ISO New England Inc. 

rburke@iso-ne.com 
 

 Thomas  Burke 
OPC Foundation 

thomas.burke@opcfoundation.org 
 

Martin  Burns 

Hypertek, Inc. 
burnsmarty@aol.com 

 

 Jim  Butler 

Cimetrics, Inc. 
jimbutler@cimetrics.com 

 
Ward  Camp 
Landis+Gyr 

ward.camp@landisgyr.com 
 

 Duncan  Campbell 
KGNU public radio 

duncan@indra.com 
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Chris  Carlson 
Puget Sound Energy 

chris.carlson@pse.com 
 

 Matthew  Carpenter 
InGuardians 

matt@inguardians.com 
 

Shelley  Carr 

SBI Reports/MRDC 
scarr@sbireports.com 

 

 Tim  Carter 

Constellation Sustain.  Energy Solutions 
tim.carter@constellation.com 

 
Edward  Cazalet 
The Cazalet Group 

ed@cazalet.com 
 

 Amalavoyal  Chari 
Tropos Networks 

chari@tropos.com 
 

Hari  Cheema 
KEMA 
hari.cheema@kema.com 

 

 Penny  Chen 
Yokogawa 
penny.chen@us.yokogawa.com 

 
Chris  Chen 

sempra energy 
cchen@semprautilities.com 
 

 Sunil  Cherian 

Spirae, Inc. 
sunil@spirae.com 
 

Howard  Choe 
Raytheon 

choe@raytheon.com 
 

 Kelley  Chrouser, Ph.D. 
Utilimetrics 

kchrouser@utilimetrics.org 
 

Ross  Clark 

The Morey Corporation 
rclark@moreycorp.com 

 

 Larry  Clark 

Alabama Power Company 
glclark@southernco.com 

 
Fran  Clark 
Arpeggio Technology, LLC 

fclark@arpeggiotech.com 
 

 Sam  Clements 
Pacific Northwest National Laboratory 

samuel.clements@pnl.gov 
 

Frances  Cleveland 
Xanthus Consulting International 
fcleve@ix.netcom.com 

 

 Kay  Clinard 
EnerNex 
kay@ucausersgroup.org 

 
William  Cloutier 

DTE Energy 
cloutierw@dteenergy.com 
 

 Scott  Coe 

Utility Integration Solutions 
scoe@uisol.com 
 

Terry  Coggins 
Southern Company Services, Inc. 

tjcoggin@southernco.com 
 

 Toby  Considine 
TC9 

tobyconsidine@gmail.com 
 

Richard  Coppen 

Clasma 
richard@clasma.com 

 

 Jean Robert  Cote 

Redline Communications 
jcote@redlinecommunications.com 

 
Robert  Cox 
Cannon Technologies 

robert.cox@cooperindustries.com 
 

 William  Cox 
Cox Software Architects LLC 

wtcox@coxsoftwarearchitects.com 
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Robert  Cragie 
Pacific Gas and Electric 

robert.cragie@gridmerge.com 
 

 Andrew  Crapo 
GE Global Research 

crapo@research.ge.com 
 

Dan  Cregg 

SmartLabs Inc. 
dcregg@smarthome.com 

 

 R Scott  Crowder 

GridPoint, Inc 
scrowder@gridpoint.com 

 
David  Cypher 
NIST 

david.cypher@nist.gov 
 

 Mike  Daniels 
Telvent 

jessica.vendegna@telvent.com 
 

Rick  Denker 
Packet Plus, Inc. 
rick@pktplus.com 

 

 Terry  Dillon 
Arizona Public Service 
terry.dillon@aps.com 

 
Sharon  Dinges 

Trane 
sdinges@trane.com 
 

 Thomas  Dion 

Department of Homeland Security 
thomas.dion@dhs.gov 
 

Kris  Ditson 
KGNU media 

info@commandperformance.tv 
 

 Angie  Doan 
Plug Smart 

angie_doan@plugsmart.net 
 

Dave  Dolezilek 

Schweitzer Engineering Lab, Inc. 
william_holman@selinc.com 

 

 Bob  Dolin 

Echelon Corporation 
bobd@echelon.com 

 
Raymond  Donohue 
Underwriters Laboratories Inc 

r.k.donohue@us.ul.com 
 

 Jeny  Dowlin 
EnerNex 

jeny@enernex.com 
 

Richard  Drummond 
Drummond Group Inc 
bill@drummondgroup.com 

 

 Brian  Duggan 
ConferenceBites 
brian@conferencebites.com 

 
Jerry  Duggan 

SAV Innovations 
jerry.duggan@savinnovations.com 
 

 Patrick  Duggan 

ConEdison of New York Inc. 
duggamp@coned.com 
 

Don  Dulchinos 
CableLabs 

d.dulchinos@cablelabs.com 
 

 Jefferson  Dungan 
Control4 

jdungan@control4.com 
 

Robert  Dunn 

Mocana Corporation 
rdunn@mocana.com 

 

 Mark  Earley 

NFPA 
mwearley@nfpa.org 

 
John  Eason 
GE Energy 

john.eason@ge.com 
 

 Lester  Eastwood 
Motorola, Inc. 

les.eastwood@motorola.com 
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Glenn  Emelko 
Aclara 

knewcomb@aclara.com 
 

 Keiko  Englert 
Siemens 

heiko.englert@siemens.com 
 

Greg  Ennis 

Wi-Fi Alliance 
gennis@wi-fi.org 

 

 Mark  Enstrom 

Neustar 
mark.enstrom@neustar.biz 

 
Tim  Enwall 
Tendril Networks, Inc 

tenwall@tendrilinc.com 
 

 Kerry  Evans 
GE Energy 

kerry1.evans@ge.com 
 

Jon  Fairchild 
Telvent 
Jessica.Vendegna@telvent.com 

 

 Desmond  Faria 
Powersmiths International Corp 
des@powersmiths.com 

 
Ron  Farquharson 

EnerNex Corporation 
ron@enernex.com 
 

 Lisa  Fennell 

Landis+Gyr 
lisa.fennell@landisgyr.com 
 

Ricardo  Ferreyros 
Telvent 

Jessica.Vendegna@telvent.com 
 

 Gerald  FitzPatrick 
NIST 

gerald.fitzpatrick@nist.gov 
 

Bryan  Floyd 

Synapse Wireless Inc. 
bryan.floyd@synapse-wireless.com 

 

 Gregory  Floyd 

Southern Company 
grfloyd@southernco.com 

 
Jim  Frazer 
Strategic Telemetry 

jfrazer@strategictelemetry.net 
 

 Susan  French Smith 
KEMA 

sue.frenchsmith@kema.com 
 

Peter  Friedland 
ISO New England 
pfriedland@iso-ne.com 

 

 David  Friedman 
ZeroG Wireless, Inc. 
dave@zerogwireless.com 

 
Mac  Fry 

Georgia Power Company 
mlfry@southernco.com 
 

 Fumio  Fujimura 

Yamatake 
fujimura-fumio@jp.yamatake.com 
 

Noriaki  Fujiwara 
Panasonic Electric Works Co., Ltd. 

fujiwara.n@panasonic-denko.co.jp 
 

 Takayuki  Fujiwara 
Tokyo  Institute of  Environment 

fujiwara-t@tokyokankyo.jp 
 

Stipe  Fustar 

Power Grid 360 
sfustar@powergrid360.com 

 

 Matt  Futch 

Colorado Governor's Energy Office 
matt.futch@state.co.us 

 
Patrick  Gallagher 
NIST 

patrick.gallagher@nist.gov 
 

 Stefano  Galli 
Panasonic R&D 

sgalli@research.panasonic.com 
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Michael  Garrison Stuber 
Itron, Inc. 

michael.stuber@itron.com 
 

 Brian  Gaucher 
IBM 

bgaucher@us.ibm.com 
 

Ken  Geisler 

Siemens Energy, Inc. 
ken.geisler@siemens.com 

 

 Lawrence  Gelbien 

NSTAR Electric & Gas Corporation 
lawrence.gelbien@nstar.com 

 
Rob  Gelphman 
MoCA 

robgelphman@mocalliance.org 
 

 Josh  Gerber 
San Diego Gas & Electric 

jgerber@semprautilities.com 
 

Hamid  Gharavi 
NIST 
tara.brown@nist.gov 

 

 Erik  Gilbert 
Summit Blue Consulting 
egilbert@summitblue.com 

 
Grant  Gilchrist 

EnerNex 
grant@enernex.com 
 

 Harley  Gilleland 

RLtec 
hargil@msn.com 
 

Matt  Gilmore 
Consumers Energy 

mkgillmore@cmsenergy.com 
 

 James  Gilsinn 
NIST 

catherine.shupe@nist.gov 
 

Bill  Gino 

Progress Software 
bgino@progress.com 

 

 Tony  Giroti 

BRIDGE Energy Group 
tgiroti@bridgeenergygroup.com 

 
Mark  Godwin 
Florida Power & Light 

mgodwin@fpl.com 
 

 Ed  Goff 
Progress Energy 

edwin.goff@pgnmail.com 
 

Nada  Golmie 
NIST 
nada.golmie@nist.gov 

 

 Roberto  Gonzalez 
Iberdrola Distribucion 
rgonzalezsm@iberdrola.es 

 
David  Gosch 

Starview Technology 
dgosch@starviewtechnology.com 
 

 Anna  Grau 

Puget Sound Energy 
anna.grau@pse.com 
 

Marco  Graziano 
Visible Energy, Inc. 

marco@visiblenergy.com 
 

 Monte  Greer 
Xtensible Solutions 

mgreer@xtensible.net 
 

Pam  Grey 

Clasma Events, Inc. 
pam@clasma.com 

 

 Erich  Gunther 

EnerNex 
erich@enernex.com 

 
Rajesh  Gupta 
UC San Diego 

rgupta@ucsd.edu 
 

 L.D.  Gussin 
Solveclimate.com 

ldgussin@gmail.com 
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David  Hackett 
KEMA 

david.hackett@us.kema.com 
 

 Todd  Hagen 
Energy Central 

thagen@energycentral.com 
 

Ron  Hamaoui 

Petra Solar, Inc 
ronald.hamaoui@petrasolar.com 

 

 Ameen  Hamdon 

SUBNET Solutions 
hambon@subnet.com 

 
Gary  Hamilton 
Hamilton Terrile LLP 

ghamilton@hamiltonterrile.com 
 

 Stephanie  Hamilton 
EPRI 

shamilton@epri.com 
 

Don  Hammerstrom 
Pacific Northwest National Laboratory 
donald.hammerstrom@pnl.gov 

 

 Dave  Hardin 
Invensys 
david.hardin@ips.invensys.com 

 
Jeff  Harrell 

Spirae 
jharrell@spirae.com 
 

 Jon  Hawkins 

PNM 
jon.hawkins@pnm.com 
 

Chun  He 
Ketop Lab 

hechun.smartgrid@gmail.com 
 

 Allen  Hefner 
NIST 

allen.hefner@nist.gov 
 

Steve  Heimlich 

Rosewood Systems 
shtrack@pulpwood.net 

 

 Debra  Henderson 

OSIsoft, Inc. 
dhenderson@osisoft.com 

 
Tom  Herbst 
Cisco Systems 

herbst@cisco.com 
 

 Larry  Hershkowitz 
Panasonic Electric Works Lab of America 
lhershkowitz@pewla.us.pewg.panasonic.com 

 
Darren  Highfill 
Southern California Edison 
darren@sakersystems.com 

 

 Greg  Hinchman 
Lockheed Martin 
greg.hinchman@lmco.com 

 
Brent  Hodges 

Reliant Energy 
bhodges@reliant.com 
 

 Ken  Holbrook 

Itron, Inc. 
ken.holbrook@itron.com 
 

Milton  Holloway 
Center for the Com-n of El.Technology 

mholloway@electrictechnologycenter.com 

 

 David  Holmberg 
NIST 

david.holmberg@nist.gov 
 

Steve  Holmgren 

Sensus Metering 
steve.holmgren@sensus.com 

 

 Kazunori  Honda 

JEPIC 
honda-kazunori@jepic.or.jp 

 
Gale  Horst 
EPRI 

ghorst@epri.com 
 

 Doug  Houseman 
Enernex 

doug@enernex.com 
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Russell  Housley 
Internet Engineering Task Force 

housley@vigilsec.com 
 

 Andrew  Howe 
RLtec 

andrew.howe@rltec.com 
 

Eric  Hsieh 

National Electrical Manufacturers Assoc 
eric.hsieh@nema.org 

 

 Ken  Huber 

PJM Interconnection 
jacksc@pjm.com 

 
Joe  Hughes 
EPRI 

jhughes@epri.com 
 

 Jim  Hunter 
4Home 

jim@4home.com 
 

Kevin  Hurst 
OSTP 
khurst@ostp.eop.gov 

 

 LEE  IL-WOO 
ETRI 
ilwoo@etri.re.kr 

 
Ali  Ipakchi 

Open Access Technology International 
danah.ortaleza@oati.net 
 

 Christopher  Irwin 

US Department of Energy 
monica.bradley@hq.doe.gov 
 

Emad  Isaac 
The Morey Corporation 

eisaac@moreycorp.com 
 

 Masahiro  Ishiyama Ph.D. 
Toshiba 

masahiro.ishiyama@toshiba.co.jp 
 

Hachidai  Ito 

TOSHIBA 
ha.ito@toshiba.co.jp 

 

 James  Ivers 

Software Engineering Institute 
jivers@sei.cmu.edu 

 
Akhtar  Jameel 
Better Place 

akhtar.jameel@betterplace.com 
 

 Michael  Janezic 
NIST 

janezic@boulder.nist.gov 
 

Moonjong  Jang 
KEPCO 
mjjang@kepri.re.kr 

 

 Ron  Jarnagin 
Pacific Northwest National Laboratory 
ron.jarnagin@pnl.gov 

 
Robert  Jepson 

Lockheed Martin 
robert.f.jepson@lmco.com 
 

 Mark  Johnson 

Energy Central 
mjohnson@energycentral.com 
 

Thomas  Jones 
American Elelctric Power 

tljones@aep.com 
 

 Yannick  Julliard 
Siemens Energy 

yannick.julliard@siemens.com 
 

Richard  Kalisch 

Midwest ISO 
rkalisch@midwestiso.org 

 

 Takashi  Kamitake 

Toshiba Corporation 
takashi.kamitake@toshiba.co.jp 

 
Steve  Kang 
QualityLogic, Inc. 

skang@qualitylogic.com 
 

 Eruch  Kapadia 
Cisco Systems 

ekapadia@cisco.com 
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David  Kaufman 
Honeywell 

david.r.kaufman@honeywell.com 
 

 Peter  Kelly-Detwiler 
Constellation NewEnergy 

peter.detwiler@constellation.com 
 

J Patrick  Kennedy 

OSIsoft 
pat@osisoft.com 

 

 Mladen  Kezunovic 

Texas A&M Univesity 
kezunov@ece.tamu.edu 

 
Sila  Kiliccote 
Lawrence Berkeley National Laboratory 

skiliccote@lbl.gov 
 

 Jinho  Kim 
Argonne National Laboratory 

jhkim@adica.com 
 

Tsuyoshi  Kinoshita 
Cisco Systems G.K. 
tkinoshi@cisco.com 

 

 Richard  Kinsman 
Advent Technologies 
ditokins@gmail.com 

 
Curtis  Kirkeby 

AVISTA Utilities 
curt.kirkeby@avistacorp.com 
 

 Tom  Kirkland 

ELAN Technologies 
tkirkland@elantechnologies.net 
 

Stanley  Klein 
Open Secure Energy Control Systems, 

LLC 
stan@osecs.com 
 

 Holger  Kley 
Spirae 

hkley@spirae.com 
 

Chris  Knudsen 

PG&E 
cxkq@pge.com 

 

 Timo  Knuutila 

Nokia Siemens Networks 
timo.knuutila@nsn.com 

 
Ed  Koch 
Akuacom 

ed@akuacom.com 
 

 Scott  Koehler 
Telvent 

Jessica.Vendegna@telvent.com 
 

Galen  Koepke 
NIST 
galen.koepke@nist.gov 

 

 Larry  Kohrmann 
Oncor Electric Delivery 
larry.kohrmann@oncor.com 

 
Junji  Kondoh 

AIST 
j.kondoh@aist.go.jp 
 

 Lawrence  Kotewa 

CNT Energy 
larryk@cntenergy.org 
 

Christopher  Kotting 
NARUC 

chris.kotting@puc.state.oh.us 
 

 Richard  Krause 
Southern Califoria Edison 

dick.krause@sce.com 
 

David  Kreiss 

dkreiss@kjt.com 
 

 Michael  Kuberski 

Pepco Holdings, Inc. 
mvkuberski@pepco.com 

 
John  Kueck 
Oak Ridge National Laboratory 

kueckjd@ornl.gov 
 

 Larry  Lackey 
TIBCO 

l_lackey@yahoo.com 
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Jeff  Lamoree 
EnerNex 

jeff@enernex.com 
 

 Jim  LeClare 
Maxim Integrated Products 

jim.leclare@maxim-ic.com 
 

Annabelle  Lee 

NIST 
annabelle.lee@nist.gov 

 

 Jim  Lee 

Cimetrics, Inc. 
jimlee@cimetrics.com 

 
Brent  Leith 
Oracle 

brent.leith@oracle.com 
 

 Paul  Lekan 
Aclara 

knewcomb@aclara.com 
 

Alex  Lemke 
Energy Central 
alemke@energycentral.com 

 

 Michael  Leppitsch 
Gridata, Inc. 
billing@gridata.com 

 
Paul  Liao 

CableLabs 
m.schwartz@cablelabs.com 
 

 Claudio  Lima 

Sonoma Innovation 
clima@sonomainnovation.com 
 

Fuchun (Joe)  Lin 
Telcordia Technologies 

fjlin@research.telcordia.com 
 

 Laurent  Liscia 
OASIS 

laurent.liscia@oasis-open.org 
 

Robert  Litzlbeck 

DS2 
travel@ds2.es 

 

 David  Locke 

Verizon Business 
david.w.locke@verizonbusiness.com 

 
Oleg  Logvinov 
Arkados, Inc 

oleg@arkados.com 
 

 Wayne  Longcore 
Consumers Energy 

wrlongcore@cmsenergy.com 
 

Charles  Loverso 
Redline Communications 
cloverso@redlinecommunications.com 

 

 Randy  Lowe 
American Electric Power 
rrlowe@aep.com 

 
Ning  Lu 

Pacific Northwest National Laboratory 
ning.lu@pnl.gov 
 

 Ollie  Luba 

LockheedMartin 
ollie.luba@lmco.com 
 

Dan  Lubar 
RelayServices 

dlubar@ieee.org 
 

 Colum  Lundt 
Bridge Energy Group 

clundt@bridgeenergygroup.com 
 

Jim  Luth 

OPC Foundation 
jim.luth@opcfoundation.org 

 

 Bob  Lyhus 

Telvent 
Jessica.Vendegna@telvent.com 

 
Kate  Lyons 
International Engineering Consortium 

klyons@iec.org 
 

 Zahra  Makoui 
Pacific Gas & Electric 

zxm1@pge.com 
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Xavier  Mamo 
EDF INA 

xavier.mamo@edf.fr 
 

 Ken  Maness 
Energy Central 

kmaness@energycentral.com 
 

Madhav  Manjrekar 

Siemens Corporate Research 
madhav.manjrekar@siemens.com 

 

 Andre  Marais 

Symmetricom Inc. 
amarais@symmetricom.com 

 
Tom  Marble 
Smart Technology Partners 
tom.marble@smarttechnologypartners.com 

 

 John  Marinuzzi 
The Boeing Company 

john.a.marinuzzi@boeing.com 
 

Tony  Markel 
National Renewable Energy Laboratory 
tony.markel@nrel.gov 

 

 Tracy  Markie 
Engenuity 
tracy@engenuity.com 

 
Brian  Markwalter 

CEA 
bmarkwalter@ce.org 
 

 Ralph  Martinez 

Balance Energy 
ralph.martinez@baesystems.com 
 

James  Mater 
QualityLogic, Inc 

jmater@qualitylogic.com 
 

 Ziad  Matni 
Matni Consulting 

ziad.matni@gmail.com 
 

Sunil  Maulik 

People Power 
sunil.maulik@peoplepowerco.com 

 

 Steve  Mauser 

Siemens 
stephen.mauser@siemens.com 

 
Ed  May 
Itron 

ed.may@itron.com 
 

 David  Mayne 
Digi International 

david.mayne@digi.com 
 

Jeremy  Mc Donald 
Southern California Edison 
shannon.law@sce.com 

 

 Stuart  McCafferty 
EnerNex 
stuart@enernex.com 

 
Devin  McCarthy 

Canadian Electricity Association 
mccarthy@canelect.ca 
 

 Parker  McCauley 

UPInnovation, LLC 
parker.mccauley@gmail.com 
 

Michael  McElfresh 
National Security Technologies 

mcelfrmw@nv.doe.gov 
 

 Tom  McLaughlin 
Aclara 

knewcomb@aclara.com 
 

Gary  McNaughton 

Cornice Engineering, Inc. 
gmcnaughton@frontier.net 

 

 Charles  McParland 

Lawrence Berkley National Laboratory 
mcparland@lbl.gov 

 
Rae  McQuade 
NAESB 

rmcquade@naesb.org 
 

 Jerry  Melcher 
EnerNex 

jerry@enernex.com 
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Ronald  Melton 
Pacific Northwest National Laboratory 

ron.melton@pnl.gov 
 

 Rick  Merritt 
EE Times 

rmerritt@techinsights.com 
 

Eric  Mewhinney 

BC Hydro 
eric.mewhinney@bchydro.com 

 

 Jeff  Meyers 

Telvent 
Jessica.Vendegna@telvent.com 

 
Jean  Micketti 
Energy Central 

jmicketti@energycentral.com 
 

 Neil  Midkiff 
Bozz Allen Hamilton 

midkiff_neil@bah.com 
 

Joel  Miller 
Merrion Group 
jmiller@merriongroup.net 

 

 Michelle  Mindala-Freeman 
Landis+Gyr 
michelle.mindala@landisgyr.com 

 
David  Minelli 

IBM 
minelli@us.ibm.com 
 

 Heidi  Mitchell 

Dynamic Energy Group 
heidi@dynamicenergygroup.net 
 

Yuichiro  Miyamoto 
NEDO 

miyamotoyic@nedo.go.jp 
 

 Kenneth  Modeste 
Underwriters Laboratories 

ken.modeste@us.ul.com 
 

Terry  Mohn 

BAE Systems 
terry.mohn@baesystems.com 

 

 Avygdor  Moise 

Future DOS R&D Inc. 
avy@fdos.ca 

 
Paul  Molitor 
(NEMA 

paul.molitor@nema.org 
 

 Tsuyoshi  Momose 
Cisco Systems 

tmomose@cisco.com 
 

Anton  Monk 
Entropic Communications 
anton.monk@entropic.com 

 

 Rich  Montbleau 
Bridge Energy Group 
rmontbleau@bridgeenergygroup.com 

 
Austin  Montgomery 

Software Engineering Institute 
amontgom@sei.cmu.edu 
 

 Priya  Mukundan 

EON-US 
priya.mukundan@eon-us.com 
 

Bruce  Muschlitz 
EnerNex 

bruce@enernex.com 
 

 John  Nachilly 
Northeast Utilities 

nachijj@nu.com 
 

Bernie  Neenan 

EPRI 
bneenan@epri.com 

 

 Thomas  Nelson 

NIST 
thomas.nelson@nist.gov 

 
Scott  Neumann 
Utility Integration Solutions, Inc 

sneumann@uisol.com 
 

 Gwen  Newman 
Dominion Virginia Power 

gwen.newman@dom.com 
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Dave  Nichols 
Altairnano 

david.nichols@altairnano.com 
 

 Heidi  Nielsen 
Federal Energy Regulatory Commission 

heidi.nielsen@ferc.gov 
 

Dan  Nordell 

Xcel Energy 
d.nordell@ieee.org 

 

 John  Nunneley 

SunSpec Alliance 
john@sunspec.org 

 
James  Nutaro 
Oak Ridge National Laboratory 

nutarojj@ornl.gov 
 

 Hideya  Ochiai 
University of Tokyo 

jo2lxq@hongo.wide.ad.jp 
 

Robert  Old 
Siemens Building Technologies, Inc. 
bob.old@siemens.com 

 

 Terry  Oliver 
Bonneville Power Administration 
tvoliver@bpa.gov 

 
Ted  Osinski 

MET Laboratories 
ted.osinski@gmail.com 
 

 Tom  Overman 

The Boeing Company 
thomas.overman@boeing.com 
 

Todd  Owen 
Arcadian Networks 

todd.owen@arcadiannetworks.com 
 

 Oliver  Pacific 
Spirae 

oliver@spirae.com 
 

Ramdas  Pai 

rockwell automation 
rpai@ra.rockwell.com 

 

 Raymond  Palmer 

FERC 
raymond.palmer@ferc.gov 

 
Christine  Paplaczyk 
IEC 

cpaplaczyk@iec.org 
 

 Changmin  Park 
ETRI 

cmpark@etri.re.kr 
 

Carrie  Parks 
EnerNex 
carrie@enernex.com 

 

 Avni  Patel 
Duke Energy 
avni.patel@duke-energy.com 

 
Joseph  Pedroli 

Progress Software 
jpedroli@progress.com 
 

 Roy  Perry 

CableLabs 
r.perry@cablelabs.com 
 

Ray  Piasecki 
Balance Energy 

ray.piasecki@baesystems.com 
 

 Eric  Pierce 
Endeavor Engineering, Inc. 

nstephens@endeavoreng.com 
 

Christos  Polyzois 

Honeywell 
christos.polyzois@honeywell.com 

 

 Katie  Post 

International Engineering Consortium 
kpost@iec.org 

 
Venkat  Pothamsetty 
cisco 

vpothams@cisco.com 
 

 Robert  Pratt 
Pacific Northwest National Laboratory 

robert.pratt@pnl.gov 
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John  Price 
Spirae, Inc. 

jprice@spirae.com 
 

 Dean  Prochaska 
NIST 

dean.prochaska@nist.gov 
 

Eric  Puetz 

AT&T 
eric_puetz@labs.att.com 

 

 Steven  Pullins 

NETL Modern Grid Strategy 
spullins@horizonenergygroup.com 

 
Debbie  Rachlis 
Aclara 

knewcomb@aclara.com 
 

 Rob  Ranck 
HomePlug Powerline Alliance 

rob.ranck@homeplug.org 
 

Linda  Rankin 
Portland State University 
linda.j.rankin@gmail.com 

 

 Tony  Ranson 
Mehta Tech, Inc. 
transon@mehtatech.com 

 
Jon  Rappaport 

U-SNAP Alliance 
jon@usnap.org 
 

 Jake  Rasweiler 

Arcadian Networks 
marc.frank@arcadiannetworks.com 
 

Steven  Ray 
Cisco Systems, Inc. 

steve@steveray.com 
 

 Ramesh  Reddi 
IntellEnergyUtil, Inc. 

rreddi@intellenergyutil.com 
 

Wanda  Reder 

EnerNex 
WReder@sandc.com 

 

 Sarah  Reedy 

Connected Planet, Penton Media 
sarah.reedy@penton.com 

 
Bruce  Renz 
NETL Modern Grid Initiative 

bruce@amperion.com 
 

 Christine  Richards 
Energy Central 

crichards@energycentral.com 
 

Tobin  Richardson 
ZigBee Alliance 
trichardson@zigbee.org 

 

 Dan  Richman 
Smart Grid Today 
danrichman@smartgridtoday.com 

 
Daniel  Riegel 

EnergyHub 
riegel@energyhub.net 
 

 Chad  Riland 

Telvent 
Jessica.Vendegna@telvent.com 
 

John  Riley 
Bridge Energy Group 

jriley@bridgeenergy.com 
 

 Phil  Roberts 
Internet Society 

roberts@isoc.org 
 

Jeremy  Roberts 

LonMark International 
jeremy@lonmark.org 

 

 Greg  Robinson 

Xtensible Solutions 
grobinson@xtensible.net 

 
Charley  Robinson 
International Society of Automation  

crobinson@isa.org 
 

 George  Rodriguez 
Southern California Edison Co. 

george.rodriguez@sce.com 
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Brandon  Rogers 
Eaton Corporation 

brandonrogers@eaton.com 
 

 Brad  Rogers 
Summit Blue Consulting 

brogers@summitblue.com 
 

Daniel  Rogier 

American Electric Power 
djrogier@aep.com 

 

 Bob  Roth 

Sparx Systems 
bob.roth@sparxsystems.com 

 
John  Ruiz 
Johnson Controls Inc 

john.ruiz@jci.com 
 

 Todd  Rytting 
Panasonic Electric Works Lab of America 

trytting@pewla.us.pewg.panasonic.com 
 

Bob  Saint 
NRECA 
robert.saint@nreca.coop 

 

 Osman  Sakr 
National Technical Systems 
osman.sakr@ntscorp.com 

 
Masatake  Sakuma 

Toshiba Corporation 
masatake.sakuma@toshiba.co.jp 
 

 Jason  Salmi Klotz 

Bonneville Power Administration 
jrklotz@bpa.gov 
 

Arthur  Salwin 
Noblis 

arthur.salwin@noblis.org 
 

 Tariq  Samad 
Honeywell 

tariq.samad@honeywell.com 
 

Jennifer  Sanford 

Cisco 
jennsanf@cisco.com 

 

 Charlie  Santangelo 

Bridge Energy Group 
csantangelo@bridgeenergygroup.com 

 
Bob  Saraka 
Jabil 

bob_saraka@jabil.com 
 

 Ram  Sastry 
Pacific Northwest National Laboratory 

chellury.sastry@pnl.gov 
 

Yasuo  Sato 
Hitachi America, Ltd. 
yasuo.sato@hal.hitachi.com 

 

 Terry  Saxton 
Xtensible Solutions 
tsaxton@xtensible.net 

 
Robert  Schloss 

IBM 
rschloss@us.ibm.com 
 

 Timothy  Schoechle 

ICSR 
timothy@schoechle.org 
 

Richard  Schomberg 
EDF 

richard.schomberg@edf.com 
 

 Rudi  Schubert 
IEEE-ISTO 

r.schubert@ieee.org 
 

Mike  Schwartz 

CableLabs 
m.schwartz@cablelabs.com 

 

 Mario  Sciulli 

National Energy Technology Laboratory 
mario.sciulli@netl.doe.gov 

 
Brian  Seal 
EPRI 

bseal@epri.com 
 

 Justin  Searle 
InGuardians  

justin@inguardians.com 
 

November 17-19, 2009 - Denver, CO Grid-Interop 2009 389



   
 

 

Michio  Seita 
NEDO 

seitamco@nedo.go.jp 
 

 Mutsumu  Serizawa 
Toshiba Research Europe Limited 

mutsumu.serizawa@toshiba-trel.com 
 

Vishant  Shah 
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