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THANK YOU FROM THE TEAM

January 6, 2009

Grid-Interop Participants and Interested Colleagues:

Advancing interoperability for a smart grid is about making connections easier and more
reliable. That requires a community of stakeholders with an appreciation of complex system
integration issues to share their views and develop unifying directions. The 210 registered
attendees of the second Grid-Interop Forum provided valuable information to NIST in their
coordination efforts to develop an interoperability framework for the smart grid and support for
the Domain Expert Working Groups (DEWGSs). They also listened to an inspiring set of plenary
speakers who emphasized the importance and urgency of resolving interoperability issues.
They interacted with informed, thought-provoking presenters in 15 panel sessions that covered
technical, architectural, and business and policy topics related to interoperability. We are
pleased to make the following proceedings from Grid-Interop 08 available to these participants
and to those interested parties who were unable to attend.

This record of the event contains the compendium of papers produced for the event, as well as
the panel session abstracts and links to the presentation slides. We have also summarized the
results of the NIST workshop sessions with links to the full report. These sessions produced
many good ideas for advancing interoperability that will require our continued interaction.

Our sincere thanks go to the event sponsors whose support made this meeting possible and to
the many volunteers, authors, speakers, and organizers whose hard work and commitment was
responsible for the high quality of the sessions. As with the first Grid-Interop, we were amazed
at the excellent level of interaction between participants during meals and breaks. The diversity
of backgrounds provided a rich set of perspectives that are necessary to understand and
reconcile as we move forward.

Now our efforts begin for planning Grid-Interop 09. More information will be available about that
soon. We hope to see you at that event and encourage your participation in the on-going work
of NIST, the GWAC, and the DEWGs.

Kind regards,

Jerry FitzPatrick Jack Mc Gowan Steve Widergren
Interoperability Framework Lead, NIST GWAC Chair GWAC Administrator
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INTRODUCTION

Grid-Interop 2008 was the second annual meeting addressing technical, business and policy
concerns related to developing an interactive electric system that allows all resources to
participate in its effective operation. With the passage of the Energy Independence Security Act
(EISA) of 2007, in early 2008 the National Institute of Standards and Technology (NIST) was
assigned responsibility for developing a standards based interoperability framework in support
of smart grid implementation. An important objective of the GridWise Architecture Council has
been to support NIST in this effort. Accordingly, the GridWise Architecture Council (GWAC) and
NIST jointly sponsored Grid-Interop 2008.

Planning for the meeting was carried out by a joint GWAC / NIST committee. The committee
rose to the challenge of formulating an agenda that would build on the positive results of the
previous year’s meeting and at the same time help NIST achieve its mandate under the EISA.
The committee consisted of Joe Bucciero, Anto Budiardjo, Alan Cookson, Rik Drummond, Jerry
FitzPatrick, Dave Hardin, David Holmberg, Ron Jarnagin, Ron Melton, and Steve Widergren.
The committee defined two major areas of activity that bridged the interactive panel sessions
initiated the previous year with facilitated workshops to elicit directions and gather input for
NIST’s efforts.

First, the NIST Domain Expert Working Groups in Transmission and Distribution, Home to Grid,
Industry to Grid and Buildings to Grid met to assess the current state of interoperability
standards in their respective areas. Workshop sessions also focused on Security and Business
& Policy concerns. Each of the Domain Expert Working Groups held facilitated workshop
sessions to capture and document information needed by NIST in preparing their first EISA
report to the U.S. Congress and in planning future activities. A summary of the workshop
results is included in these proceeding and a link to the full results is provided.

The second major activity was the panel sessions. As was the case last year, there were many
excellent responses to the call for papers. The resulting presentations were organized into
three tracks: Architecture, Technology, and Business and Policy. There were approximately 58
presentations within the three tracks. Links to these presentations are provided in the following
pages of these proceedings.

In addition to the presentations 28 written papers were accepted for publication. The authors
were asked to focus specifically on interoperability as it related to the overall topic of their paper.
These papers form an important body of knowledge for the community to refer to as work on
developing and implementing an interoperable smart grid proceeds. Links to the papers are
provided in an appendix to these proceedings. One paper from each track was selected for
recognition for both content, clarity of writing, and relevance to interoperability.

Finally, Grid-Interop 2008 was again fortunate to have several distinguished speakers. The
speakers provided important context and guidance for both NIST in their efforts to develop the
interoperability framework and for the discussions in the question / answer portions of the panel
sessions. The keynote, lunch and dinner speakers are listed in the following section along with
the recognized papers.
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KEYNOTE SPEAKERS

View Presentations

Gordon van Welie

Fredrick Butler

Suedeen G. Kelly

FOUNDATIONAL SESSION

View Presentation

The 2007 Energy Independence and Security Act (EISA) gave NIST the mandate to coordinate
an interoperability framework for the Smart Grid (SG) based on model standards and protocols.
When consensus has been achieved by the Smart Grid stakeholder community, NIST is to
recommend standards to the Federal Energy Regulatory Commission for adoption.

NIST is creating a Smart Grid Standards Knowledge Base (SKB) and roadmap to achieve
interoperability among Smart Grid applications as part of NIST's EISA role. Working groups
comprising experts in four SG domains, and co-chaired by NIST and Gridwise Architecture
Council (GWAC) have been established to provide input to the SKB and roadmap:

Building-to-Grid (B2G), Industrial-to-Grid (12G), Home-to-Grid (H2G), and Transmission and
Distribution (T&D). In addition, a fifth working group, the Business & Policy (B&P) Working
Group, was established to examine SG business and regulatory issues and coordinate with the
other groups.

The Foundational Session presented the purpose and expected outcomes of the Workshop
Breakout Sessions in the context of the mandates of EISA 2007. An overview of the NIST EISA
mandate, the NIST program, Workshop objectives and plan, was presented as well as some
key definitions and progress of the DEWGs in creating the way forward to achieving Smart Grid
interoperability.

Jerry FitzPatrick

David Holmberg

INTERACTIVE INTEROPERABILITY

A key objective of Grid-Interop is the development of the Smart Grid community, especially
those involved with the evolution of technologies, methodologies and best practices relevant to
interoperability. For the second year, an important session to further this objective was the


http://www.grid-interop.com/2008/default.asp#session_696
http://www.grid-interop.com/2008/default.asp#session_699

engagement activity, a serious but light hearted way to look at a key component of the
interoperability framework; the GridWise Architecture Council Framework Stack:
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WHITEPAPERS

Decision Maker's Checklist (PDF 153KB)
Interoperability Context-Setting Framework (v1.1) Document (PDF 805KB)

Interoperability Path Forward Whitepaper (PDF 77KB)

Interoperability Constitution Whitepaper (PDF 67KB)
GridWise Architecture Tenets and lllustrations (PDF 271KB)

PROCEEDINGS

Grid-Interop 2007 (PDF 7,765KB)
Interoperability Workshop (PDF 550KB)
Constitutional Convention (PDF 1734KB)

REPORTS

GWAC Summary of Constitution Interview Process and Feedback (PDF 2249KB)
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http://www.gridwiseac.org/pdfs/gwac_const_interview_processfeedsummary.pdf
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NIST WORKSHOP

The Energy Independence and Security Act of 2007 (EISA) calls for the National Institute of
Standards and Technology (NIST) to coordinate the development of a framework that includes
protocols and model standards for information management to achieve interoperability of smart
grid devices and systems. On November 11-13, 2008, NIST, the U.S. Department of Energy
(DOE), and the Grid Wise Architecture Council organized a series of breakout sessions as part
of the Grid-Interop 2008 conference to engage stakeholders in its plan to develop the
framework. More than 190 experts from standards developing organizations, utilities, equipment
manufacturers, state agencies, trade associations, and national laboratories attended. The goal
was to explore and advance the nature of the interoperability framework.

NIST, in an effort to engage a wide stakeholder base in the development of the framework, has
formed five Domain Expert Working Groups (DEWGs). The workshop included six parallel
breakout sessions based on the working groups and cyber security, a concern of all the
DEWGs. The DEWGs are based on the electric grid and its interfaces to electricity consumers
in the smart grid. The largest DEWG, Transmission and Distribution (T&D), includes
representatives from the Federal Energy Regulatory Commission (FERC), Independent System
Operators, the Institute of Electrical and Electronics Engineers (IEEE), the Electric Power
Research Institute (EPRI), Utility Trade Associations and the T&D community at large. The next
three DEWGs, Building to Grid (B2G), Home to Grid (H2G), and Industrial to Grid (12G) focus on
electricity exchanges within the electric grid. The Business & Policy (B&P) DEWG addresses
issues related to the regulatory environment as well as legislative and business decision-
makers. The Cyber Security (CS) area addresses security concerns relevant to all the other
DEWGs.

The workshop results will be available for download at the GWAC website or the NIST Smart
Grid website.

TRACK SESSIONS

ARCHITECTURE TRACK

View Presentations

The Architecture track emphasized modeling and design approaches and principles of operation
that support large, integrated complex-systems. This included examples of methodologies and
tools for developing reasonable designs leading to successful implementations. This track
targeted information systems designers and integrators to discuss architecture and modeling
concepts, the strong influence of the Internet on future directions, and approaches for
distributed control and ensuring security in something so vast as the electric system.


http://www.gridwiseac.org/historical/gridinterop2008/default.aspx
http://www.nist.gov/smartgrid/
http://www.nist.gov/smartgrid/
http://www.nist.gov/smartgrid/
http://www.grid-interop.com/2008/#track_220
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BUSINESS & POLICY TRACK

View Presentations

The growth and connectivity of automation across organizations is revealing new business
opportunities that depend on interoperability. The Business track emphasized issues and
directions emerging from the smart grid relevant to planning and managing business and policy
objectives. Specifically, the implications of interoperation between elements of the electric
system, or the lack of them, were discussed as they relate to policy, regulation, and business
strategies and decisions.

TECHNOLOGY TRACK

View Presentations

The technology track focused on the technical issues of implementing interoperable smart grid
systems. The panels addressed how interoperability concepts and architectures have been
implemented through the application of specific standards, technologies, devices and best
practices. Case studies were presented that illustrated how interoperability was achieved
through the application of technologies and best practices from other industries.

CLOSING PLENARY

View Presentations

David Holmberg, NIST
David provided an overview of the objectives and action items from the Buildings to Grid (B2G)
working group.

Richard Schomberg, EDF
Richard reported on the outcomes from the Transmission & Distribution (T&D) working group.

Dave Hardin, Invensys
As co-chair of the Industrial to Grid (12G) working group, Dave outlined the prioritized objectives
from the workshop breakout.

Stuart Katzke, NIST
Stuart, as NIST’s representative on the Security Issues breakout session, reported on the risks
associated with a smart grid, and how to mitigate them.

RECOGNIZED PAPERS:

A paper from each track was selected that exemplified a message about interoperability and
advanced ideas that close the “distance to integrate.”

o “Defining Common Information Model (CIM) Compliance,” by Stipe Fustar (Power
Grid 360) was selected from the Architecture Track for proposing a level of compliance


http://www.grid-interop.com/2008/#track_222
http://www.grid-interop.com/2008/#track_221
http://www.grid-interop.com/2008/default.asp#session_706
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ranking system that can improve planning integration efforts and encourage
conformance to a semantic standard.

¢ “Enabling Cost-Effective Distribution Automation Through Open Standards AMI
Communication,” by Matt Spaur and Michael Burns (Itron), was selected from the
Technology Track for excellent use of the GWAC Interoperability Context-Setting
Framework to present the level of interoperability agreement in an area that can improve
smart metering integration.

e  “MultiSpeak® and IEC 61968 CIM: Moving towards Interoperability,” written by
Gary McNaughton (Cornice Engineering), Greg Robinson (Xtensible Solutions),
and Gerald Grey (Consumers Energy) was recognized in the Business and Policy
Track for reporting on harmonization of independent and overlapping standards in the
electric distribution area that advances the integration and interoperation of a greater
number of product offerings.

APPENDIX A. AGENDA

TUESDAY, NOVEMBER 11, 2008

8:00 Registration

9:30 Opening Keynotes

10:30 Break

11:00 Foundational Session

12:00 Tuesday Lunch

1:30 NIST Workshop Knowledge Base and Landscape Map

B2G Interoperability Status ¢ I2G Domain Interoperability Status ¢ H2G Domain
Interoperability Status
T&D Domain Interoperability Status ¢ B&P Brainstorming ¢ CS Brainstorming

3:00 Break

3:30 NIST Workshop Knowledge Base and Landscape Map (Continued...)
B2G Interoperability Status ¢ I2G Domain Interoperability Status ¢ H2G Domain
Interoperability Status
T&D Domain Interoperability Status e B&P Brainstorming ¢ CS Brainstorming

5:00 Engagement Activity

6:00- Expo & Networking Reception
7:00
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WEDNESDAY, NOVEMBER 12, 2008

8:00 Registration

8:30 NIST Workshop Roadmapping Sessions
Interoperability Goals and the NIST program e I2G Interoperability Goals and the NIST
Process » H2G Interoperability Goals and the NIST Process
T&D Interoperability Goals and the NIST Process ¢ B&P Roadmap ¢ CS Roadmap

10:00 Break

10:30 NIST Workshop Roadmapping Sessions (Continued...)
Interoperability Goals and the NIST program ¢ I12G Interoperability Goals and the NIST
Process ¢ H2G Interoperability Goals and the NIST Process
T&D Interoperability Goals and the NIST Process ¢ B&P Roadmap ¢ CS Roadmap

12:00 Wednesday Lunch
Architecture Technology Business & Policy

1:30 eCommerce Approaches Communications Networking Consumer Perspective
2:45 Break

3:15 Architectural Concepts Demand Response Experience Enabling Policy
4:30 Break

4:45 Conformance Integrating Residential Stakeholder Coordination

Resources

6:00 Free time

7:00- Dinner

9:00
THURSDAY, NOVEMBER 13, 2008

8:00 Registration & Coffee

8:30 NIST Workshop Action & Planning Sessions

B2G Action Planning ¢ I2G Action Planning ¢ H2G Action Planning
T&D Action Planning « B&P Action Planning

10:30 Break

Architecture Technology Business & Policy
10:45 Secure Systems T&D Case Studies Utility SG Strategies
12:00 Lunch
1:00 Demand Response T&D Information Networks Standards Coordination

Architecture

2:15 Break
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http://www.grid-interop.com/2008/#session_713
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2:30 Closing Plenary

4:00 End of Grid-Interop 2008
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Abstract

Process oriented integration of the power grid will be unable
to scale out to support future diversity of systems and
interactions. The approaches of service oriented architecture
(SOA), applied to the processes in buildings and in the
power grid, as well as to consumer interactions in
intermittently connected devices and storage, provide a way
around this barrier to smart integration.

Service oriented coordination of building services will open
up new avenues for energy re-allocation and conservation.
Service orientation deals with the diversity of building
systems while providing the building owner/operator with
new understanding of the costs and benefits of controlling
power use.

The service oriented grid (SOG) must apply the same
approaches to its own interfaces. Building-grid interactions
must move past mere availability and consumption to
include cost, quality, and projected reliability. On-site and
microgrid energy sources will use the same surfaces as do
grid-based sources.

Many hope that electric cars and their batteries will be a
means to peak shaving and demand smoothing. Cars could
instead increase demand volatility. Drivers, automobile
producers, and the grid need a common vocabulary for the
acquisition, storage, and use of power for use.

Ontologies naming building-based and grid-based services
will enable applications for enterprise and consumer. The
SOG will use them to enable technical and business
innovation.

1. SEMANTIC MISMATCH BETWEEN
BUILDINGS AND ENERGY

Process oriented integration of the power grid will be unable
to scale out to support future diversity of systems and
interactions. The approaches of service oriented architecture
(SOA) enable orchestration of diverse technologies
managed by different organizations. SOA can be applied to
the processes in buildings and in the power grid, as well as

to consumer interactions in intermittently connected devices
and in energy storage.

1.1. The Information Gap

We do not make effective decisions about things we do not
understand. Deep process information only makes sense
experts within the domain of that process. Facilities owners
and operators are unable to make decisions based upon the
details of building control systems.

Control system integration has traditionally been detail
oriented and process specific. Control system performance
is usually described in terms of process results or code
compliance. Code compliance leads only to minimum
results, ones that the decision maker cannot opt-out of.
Process outcomes are typically expressed in technical results
that do not map easily to business goals. For example,
HVAC CFM is not easily mapped to business goals such as
Tenant Satisfaction and Lease Retention

Because of the information mismatch, building decision
makers are not able to make decisions to produce maximum
response to economic signals such as Demand / Response.
This leaves engineers to design minimal responses with the
goal that the tenant does not notice.

1.2. The Engineers Perspective

Building operations are described in procedural or
algorithmic terms. Information is siloed so there may be no
direct way to measure performance; systems traditionally
report only their internal metrics. These metrics are likely to
be reports of measurable physical qualities, free of business
context.

Examples are reporting air conditioning performance in
terms of CFM of air or battery status in terms of crystal
degradation.

1.3.  The Building Owners Perspective

To the facility manager or leasing agent, service curtailment
can only have bad results. Customer Complaints will
increase. A tenant may not renew a lease. A single month of
vacancy coupled with between-tenant renovations could
easily swamp the benefit of demand-response during the
year. It is better not to take a risk.
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1.4. The Building Tenant’s Perspective

Sustainable operations have value only as tie-breaker
between equivalent properties. There is no way to see or to
understand building system operations on a daily basis.
Without a way to audit performance of buildings, my
comfort, right now is the only effective measure of
competent operations.

1.5. Barriers to Innovation

Process-to-process interactions require that the integrator be
aware of the operations of each system or domain. Changes
in one system require re-integration with the next.
Traditional integration leads utilities to specify a single
brand of a single component, often a twenty year decision.
Complexity is managed by eliminating diversity.

The largest source of diversity on the grid is the end nodes.
Different purposes and individual tastes are served by
different vintages of equipment. Traditional grid integration
has simplified this interaction to the single point of the
dumb meter and perhaps a signal to the water heater or air
conditioner. As the future grid becomes the intelligent grid,
this one way non-interaction will not be enough.

Future build technologies are likely to be more diverse than
now. Each building may have a different mixes of systems
for energy storage, energy conversion, energy recycling, and
energy generation. Site-based decisions will support
different technologies to support each of these functions. It
is in all our interest to encourage innovation and
competition between developing technologies to support
these functions. This requires that we minimize integration
costs between different technologies. We cannot afford for
difficulty of integration to be the single largest source of
market friction blocking innovation.

Integration patterns must support greater agility while
requiring less deep domain knowledge of emerging energy
technologies.

2. DEVELOPING BEST PRACTICES IN
ADJACENT DOMAINS

Service definition and service alignment are the key

concepts in IT systems integration and in facilities design.

In either case, best practices are to define the service

deliverables expected from each system and not the

techniques and technologies to deliver the service.

Once the service is agreed upon, then one can define useful
metrics as to how well that service is delivered.
Measurements that are incidental to that service delivery are
not interesting to those procuring the service. Alternative
technologies and approaches that deliver those new metrics
become acceptable alternative, spurring innovation.

The entity with the domain expertise to create, maintain, and
evolve a given capability may not have the expertise or the

desire to create, maintain, and evolve its service access.
Visibility, interaction, and effect define the service.

2.1.1. Service Orientation: the IT Perspective

Service Oriented Architecture (SOA) is a paradigm for
organizing and utilizing distributed capabilities that may be
under the control of different ownership domains.
Capabilities to solve or support a solution for the problems
they face in the course of their business. SOA provides a
powerful framework for matching needs and capabilities
and for combining capabilities to address those needs.

Visibility, interaction, and effect are key concepts in SOA.
Visibility refers to the capacity for those with needs and
those with capabilities to be able to see each other. This is
typically done by providing descriptions for such aspects as
functions and technical requirements, related constraints and
policies, and mechanisms for access or response. The
descriptions must be in a form (or must be transformable to
a form) in which their syntax and semantics are widely
accessible and understandable. Whereas visibility introduces
the possibilities for matching needs to capabilities (and vice
versa), interaction is the activity of using a capability.

SOA practitioners distinguish between public actions and
private actions. Private actions are inherently unknowable
by other parties. Public actions result in changes to the states
that are shared between at least those involved in the current
execution context. Real world effects are couched in terms
of changes to this shared state. A cornerstone of SOA is that
capabilities can be used without needing to know all the
details.

SOA is not itself a solution to domain problems but rather
an organizing and delivery paradigm that enables one to get
more value from use both of capabilities which are locally
“owned” and those under the control of others. Although
SOA is commonly implemented using Web services,
services can be made visible, support interaction, and
generate effects through other implementation strategies

2.1.2. BIM: Enabling Owner Participation

Building Design approaches and business models are being
re-written using the standards-based Building Information
Model (BIM). BIM can include all information related to
the design, procurement, and operation of a building,
including the three dimensional Building Model. In the
U.S., BIM as been codified in the National BIM standard
(NBIMS). Internationally there is an effort to adopt NBIMS
operating as buildingSmart.  BuildingSmart is a
transformative peer organization whose goals, scope, and
reach can be compared to GridWise.

A core value of buildingSmart is granting authority to the
Owner of a building to make design decisions by expressing
them in terms of business deliverable early in the design
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process. For example, when reviewing the three dimensional
rendering of alternate building design options, the owner
can directly compare projected costs per square foot and net
leasable space for each. This changes design selection into
esthetics, capitalization, and revenue, and puts the business
decision maker in charge.

BIM has many other benefits, especially in the areas of
construction planning and process, but those are outside the
scope of this article.

Today’s BIM lacks any language to unambiguously discuss
the desired system performance of a building. Building
system performance relies on knowledge sets that are not
possessed by most architectural firms. This has negative
effects on commissioning and operations. This also
precludes the owner from specifying and obtaining the same
level of control over building operations as over the other
design criteria.

3. ONTOLOGIES AND SEMANTIC
DEVELOPMENT

If we cannot agree what to call it, we cannot compare

services to provide it; semantics are an essential part of

SOA. For the grid, semantic alignment will open up

interoperability without locking in technology. When people

can name it, then they can buy it on an open market.

But the intelligent grid will require intelligent partners. We
must develop business and tenant oriented semantics for
building services in parallel with the grid efforts to enable
full interoperable responsiveness on both sides of the meter.

3.1. Grid Semantics

Availability, price, and consumption are essential
components for any service. For any but the least interesting
markets to develop, the semantic interface needs to allow
for more meaning:

Capability & Reliability: Capacity / Capability /
Availability (including time windows) / Anticipated
Reliability / Marginal Price

Market Operations: Power Use curves, Negotiation &
Contracts, Offer and Acceptance, Scheduling options,
Periodic price curves. Settlement. Contracted Curtailment
DR

Multi-party & Mobile transactions: PHEV, Non-Utility
vendors, identity, transactional charge override

Tariffs: Distance charges, transmission, carbon taxes...

Attributes & Amenities: Carbon, Wildlife, Location...
Optional attributes for later definition and market building.

3.2. Building Semantics

Buildings are occupied by different enterprises each with its
own values. There will not be common ontology for all of
them.

Efforts are underway in the building areas, particularly in
the buildingSmart process, to define value semantics for
owners and tenants. These standards are defining the
services provided by building-based systems and creating a
semantic of service performance.

To a business, an ontology is a business value proposition;
each business has its own. The common semantics defined
as above create a common way to discuss that proposition,
and to elevate the quality of those services into core
business concerns...and that which a business can name and
measure, it will control.

Building-based ontologies, though, will not be brought to
the grid. They are domain specific. Building-side semantics
are used to bring internal energy use under management and
control.

Buildings will use the demand side of the grid semantic
interface. Capacity / Capability / Awvailability become
market demand. Market Operations become symmetrical
negotiations. Multi-party & Mobile transaction become
federated identity management. Attributes & Amenities
support the businesses internal ontology. These semantics
will enable the Service Oriented Building (SOB).

3.3. Cross-over semantics

Zero net energy buildings are buildings that manage internal
generation, storage, conversion, and recycling of energy.
Zero net energy buildings will use diverse site-appropriate
technologies to accomplish these ends. Zero net energy
buildings will require internal interoperability standards and
support internal energy negotiations.

The principle of parsimony suggests that at least some of
these negotiations can best be performed using the
semantics or energy scarcity and value, of supply and
distribution for these internal negotiations.

3.4. Plug-In Cars, Hybrid and Otherwise

Many hope that electric cars and their batteries will be a
means to peak shaving and demand smoothing. Cars
without management are more likely to increase demands
on the home, office, and local distribution.

Drivers, automobile producers, and the grid require a
common vocabulary for the acquisition, storage, and use of
power. There is no need for this vocabulary to be different
than that outlined above as the cross-over semantics for
buildings.
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3.5. Semantics enable Security

Traditional power grid security has been based on isolation.
New two-way interaction patterns require that energy
systems no longer be isolated. This requires that security be
reconsidered

Security without context is meaningless. Security without
context can only say no. Key opportunities in energy
management are lost because current business models do
not share even such basic information as consumption data
in real time. At the same time, non-granular security puts all
operations at risk from any intrusion.

Where possible, systems should not share deep process
information, but present only the information required for
interoperation and safety. This informational interface
presents a smaller attack surface to the outside world. Each
such system defends its own mission first, and responds to
the outside world only in defined ways.

As we standardize these simplified modes of
interoperability, interactions move from the low level
process to the higher level business function. Different
technologies, such as small point-generation systems may
present the same business function. A storage system may
present two business functions, one as a consumer of power,
and one as a sporadic producer of power. The deep process
of each technology would be hidden from the operational
interface. This in itself provides one layer of a defense in
depth security.

The vocabulary that names these business functions maps
more easily to business rules of who may do what. These
rules are more understandable to the observer or security
auditor, another source of security. The business semantics
become one layer of a multi-layer security model.

4. CONCLUSION

Future energy technology will place more technical
diversity than today in closer interaction. Process oriented
integration of the power grid will be unable to scale out to
support such diversity of systems and interactions. Service
level integration will be applied to both the processes in
buildings and in the power grid and to consumer
interactions and intermittently connected devices.

Service oriented coordination of building services will open
up new avenues for energy re-allocation and conservation.
Service orientation deals with the diversity of building
systems while providing the building owner/operator with
new approaches to controlling power use.

The SOG will apply the same approaches to its own
interfaces, those between Generation, Transmission,
Distribution, and Consumption. Building-grid
communications will move past mere availability and
consumption to include cost, quality, and projected

reliability. On-site and microgrid energy sources will use the
same surfaces as do grid-based sources.

Service based integration is the way to expand intelligence
and interaction of the grid and its end-nodes. Service
definitions will prevent integrations from becoming enmired
in atomic interactions. Ontologies naming building-based
and grid-based services will enable applications for
enterprise and consumer. The SOG and the SOB will hide
complexity to enable technical and business innovation.
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Abstract

We discuss application of electronic commerce technologies
to building and energy management. Our examples focus on
home systems, but the techniques apply virtually unchanged
to commercial and industrial environments.

Traditional power grid / home interactions involve low-level
control interactions and direct communication with the
target devices. Widely used eCommerce interactions can
provide control that is at least as fine-grained while enabling
the homeowner to maintain primary control of his own
domicile. Ecommerce interactions are technology agnostic
and general purpose; the same signal can interact with
multiple site-based systems, resulting in greater scalability
and interoperability.

Service-based systems provide natural end-points for
economic signals. Agents can encapsulate domain
knowledge of each system while providing a well-defined
common service interface for interaction. Agents can aso be
aware of other systems in the house, offering additional
opportunities for optimization. Most importantly, agents can
be aware of the owner, the owner’s schedule, and the
owner's wishes. Systems that preserve and enhance
homeowner autonomy will see greater long-term acceptance

Economic signals place responsibility for delivered
performance on the local system, they align performance
with responsibility. Because they enhance interoperability,
they increase competition and expand innovation. Because
economic signals make costs and opportunities transparent,
they encourage site-based investment in new systems.

Our approach is fully consistent with the GridWise
Interoperability Principles [25] and leverages broadly used
business definition, management, and monitoring

technologies, while allowing the same set of services to be
used in many environments.

We can accelerate the movement to dynamic pricing and
effective use of energy by not reinventing functionally
similar standards.

1. INTRODUCTION

We apply electronic commerce (eCommerce) technologies
to energy management, using economic interactions as a
means to better shaping of both demand and for tailoring
consumer-side activities to maximize economic benefit from
energy suppliersto consumers.

Markets are the best means for effective management of
resources, exploiting the elasticity of demand for energy by
passing through pricing information, which in turn is
correlated to cost information. The interactions defined here
allow us to reduce infrastructure use, and hence reducing or
delaying required capital inputs for improving transport and
distribution infrastructure.

Markets have developed for demand curtailment
commitments [1] and demand response [2], today primarily
in the industrial and commercial energy markets. Limiting
and shaping demand by pricing has demonstrated value both
for infrastructure use and distribution. Monetization of
demand curtailment suggests that the limitation and shaping
of demand we describe here is valuable, and may be
sufficient to purchase controller and information technology
enhancements while saving energy costs for the consumer

[3].
When we say consumer we mean the user of the energy
purchased and then delivered through distribution systems;

our examples and solutions focus on home use, but can
easily be extended to commercial and industrial use.
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Building and industrial controls are broadly used, so these
solutions may be more easily implemented in the non-
residential space.

Finally, by creating a rationale for more intelligent and
responsive user agents (effectively at the consumer side),
the effects of a reduction on consumption can also be
monetized, increasing value of intelligence in building
control.

2. PLUG-INHYBRID CHARGING USE CASE

2.1. Description
We start with a ssimple use case. Consider a home with two
high-wattage appliances, an air conditioner and a battery or
plug-in hybrid car.

Figurel

The controller in Figure 1 should be viewed as a service
provider, not a particular piece of hardware. The functions
may be located in an enhanced electric meter, a a
distribution center, in the house, in the car charging station,
at the air conditioner or externa to the physical premises on
the Internet (requiring some hardware assist close to the
appliance).

The service provided is to manage energy purchase and
consumption. In this simple example this devolves to
distribution. Inputs will include pricing information in later
elaborations; outputs include control signals to the car
charging station and the air conditioner.

Note that pricing information will require (except in the
simplest case) synchronized time as an input, to react to
time-related changes in pricing.

2.2. Energy Management |Issues
The worst-case scenario for this use caseis as follows:

On a hot, peak energy use day, the consumer drives home at
5:30pm, plugsin the car, and turns on the air conditioning.

In single-price environments, the consumer will incur no
additional energy cost, but there are substantial hidden
costs:

1) The consumer risks the loss of use of the home
environment if the energy demand leads to brown
outs, black outs, or trips the main circuit breaker.

2) The energy provider risks higher peak generation
costs.

3) The digtribution utility risks peak loads that can
interrupt or curtail use via brown outs or blackouts,
which in turn affect other customers.

For similar usage issues, e.g., interruptible electric hot water
heating rates, system control can limit overloading the grid
but will affect the customer’ s use of hot water.

This dedgehammer-like approach is similar to cutoff
functions in Automated Metering Infrastructures—protect
the grid, but reduce customer benefits to zero. Special care
must be taken to sequence turning on customers power;
otherwise spikes and surges in demand can take the system
back down.

3. IMPROVEMENTSAND SOLUTIONS
3.1. Step One—Morelntelligence

3.1.1. Changestothe Model

Consider the addition of limited intelligence based on time-
of-day usage patterns (and perhaps a delay function for car
charging). Figure 2 shows an Agent into which we separate
(metaphorically) the intelligence.

AC

Figure?2

For example, pre-cooling before occupancy or charging the
car at night will move some demand from peak times with a
higher risk of interruption to lower use times with a lower
risk of interruption.

In today’s flat-price markets, there is no customer benefit
beyond risk mitigation, but costs to energy providers are
reduced through limiting operating and capital costs for
peak generating capacity. In addition, avoiding failures in
the distribution network reduces costs of distribution and
generation.

3.1.2. Discussion

The monetization of demand curtailment markets may
provide opportunity for aggregators of home consumers in
addition to demand curtailment markets for present business
and industrial consumers.
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In existing pilots [3] whole house level demand curtail ment
has been at no explicit charge to the customer, who also
typicaly saves a modest amount on electrical rates,
reflecting in turn the value to energy providers and
distributors.

3.2. Step Two—Pricing Infor mation
We now allow price information to be obtained by the
controller.

3.2.1. ChangestotheModel

In Figure 3 we have added agents to the air conditioner and
the car, with lines connecting all controllers to emphasize
that they communicate (indeed, they may be deployed to the
same hardware). The controller now has access to query-
response interaction (or a pushed download) for obtaining
present and future pricing information.

A ¢
| Agent |
_/ 5_/

(AgentH CTL
N
Agent
\”/&n
T
Figure3

Obviously, full two-way interactions alow for better
information; typical low-bandwidth connections through
AMI or power lines to the customer make broadcast of all
prices problematic.

3.2.2. Discussion

Because this model uses prices rather than control, all
decison making moves to the consumer. When the
consumer faces unique events (tighter budget, weekend
guests) the consumer is able to modulate the response. This
model is likely to provide more long term satisfaction with
load curtailment on a house by house basis, and thus more
potential curtailment to the grid overall.

3.2.3. Which Kind of Pricing
There are a number of variations of static and dynamic
pricing; we follow the terminology of [4] and [5].

Static Pricing
1) Flat-rate pricing (FR)
2) Summer/winter pricing, or Seasonal Rates (SR)
3) Time-of-use pricing (TOU)

4) Critical Peak Pricing (CPP)

The common feature is that pricing varies in some manner
that is known in advance. With SR and TOD pricing, the
information is known far in advance, and could be
programmed into the controller. With CPP, expected peak
days are till known in advance, but with less notice,
making manual programming more difficult.

Dynamic Pricing
1) Real-time Pricing (RTP)
2) Price-ahead (P-A)

In RTP the controller obtains pricing information by means
of a query to the supplier or distribution, a data stream
pushed to the agents, or other means, possibly fairly close to
the time of use. Price-Ahead (our term) describes systems
where a future price vector (say for the next eight hours) is
available, allowing alook ahead at future rates.

From our perspective, once the pricing information isin the
agent, the algorithms are similar—determine whether an
electrical use can be deferred or pulled up to a lower-cost
period, and do so. The difference is overall responsiveness
to both expected and unexpected events (e.g., peak usage
and failures).

Future Pricing

We anticipate forward markets for energy; such markets
have broad benefits [6]. Forward markets already exist in
various forms for commercial and industrial customers. The
customer’s agents can make a bid or solicit quotations in a
futures market. This blends seamlessly into the P-A
scenario where the forward pricing limit is determined by
the market rather than directly by the energy supplier. The
Olympic Peninsula Project [4] did not use future pricing.

3.24. Analysis

From our perspective, the various pricing models differ little
in the agent algorithms; they differ principally in the effects
(latency and gross effect) on consumption and the extent of
load shaping they support.

Finer-grained and more dynamic pricing affords benefits in
system and grid resilience to unexpected changes in load,
demand, or peak capacities (eg. a generator, or a
transmission line failing) as well as increased flexibility in
demand shaping (see e.g. [7]). In particular, there’s no need
to wait for tariff changesto affect pricing.

3.3. Step Three—More Information
We now add additiona information inputs to the agents,
such as actual and predicted information, for example

1) Westher
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2) Occupancy

3) Usage

This will permit the agents to make energy efficient
decisions with lessened effect on the customer’s use of the
premises and the car.

3.3.1. ChangestotheModel

In Figure 4 we have added simple Web services access to
the agents for obtaining additional information. We show
these (one way and two way) information flows going to the
leftmost agent, as we've presumed communication between
them. Recall that the agents may be deployed within asingle
computer system, making communication easier, or
distributed across a building or neighborhood.

Pricing
Info x Weather
Contracts \. . — AC

;\T/_’/ gent
@C i

gent

Antlmpated Ust\ _e)

Family Calendar

Figure4

3.3.2. Discussion

In heated buildings, external temperature sensors—outdoor
reset controls—have been used for decades to reduce
heating costs and improve comfort [8].

In commercia buildings, occupancy information is typically
available with a combination of time-of-day programs and
active occupancy sensors, which may connect to building
management system or (e.g.) to individua light switches.
Many commercial buildings include some capacity for
estimating need for a room and appropriately pre-cooling or
pre-heating before use.

We extend the meaning of anticipated usage by including
access to some form of calendar or other anticipated use
information. For example, if the customer is on an extended
trip, the need for cooling is reduced. If the customer has
family visiting, or an event to go to tonight, it may be more
important to charge the car now rather than wait until the
early morning.

Incidentally, the mechanism for interruptible electric hot
water does not adapt to changing short-term usage: your hot

water supply isjust as interruptible when you have a house
full of guests as when the house is empty.

3.3.3. Analysis

This model may further reduce energy consumption, but the
principal goal isto add flexibility to adapt to the occupants’
needs. By alowing automatic overrides, consumption can
be adjusted to adapt to the occupants needs. The goa is not
additional energy savings, but to use pricing (more toward
the RTP end of the spectrum) to limit costs while ensuring a
minimum or desired level of comfort and utility.

4. REALISM OF THE MODELS

Everything described in this paper can be implemented
today. The engineering of solutions needs to consider
varying capital, deployment, and maintenance costs.

The functional needs of the controller include the ability to
turn on and turn off the air conditional and car charging
station; work such as the PNNL Appliance Controller
demonstration project [9] as well as home automation and
building automation technologies that perform those
function with control signals from a computer.

The agent could be built from a single-board computer, or
run on a household computer, or be part of a home
automation system, or be an integration of distributed
functions in device controllers. The agents could be
implemented by the distribution utility or by a home
controller manufacturer. Aggregators of demand curtailment
may be a source of funding.

Information in electronic calendars is readily available,
although not always in an immediately useful form. The
iCalendar specification [10] is a case in point, supported by
many home and commercial computing environments.

Communications deployment is an issue, not because it's
difficult, but system designs and costs vary considerably.
Ideally, one could use an existing Internet connection, and
some AMIs permit low-bandwidth data transmission.
Reasonable disconnected operation is critical [4][25].

Monitoring and measuring sensors are readily available.

We address security requirements and existing solutions in
the next section.

5. ECOMMERCE TECHNOLOGIES
The eCommerce standards and techniques we described
have mostly been broadly used for years. We can accelerate
the movement to dynamic pricing and improved use by not
reinventing functionally similar standards.

5.1. Service-Oriented Architecture

We have taken a Service-Oriented Architecture (SOA) [11]
approach, although we didn’t mention it in advance. SOA is
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broadly used in eCommerce and enterprise software, and
has benefits for modeling and implementing software
solutions. See, for example, [12] for application of Semantic
SOA to building services and emergency management.

5.2. Contractsand Purchases

The most obvious use of eCommerce technologies is the
interaction to buy and sell energy. Agency and negotiation,
though primitive, are well suited to these kinds of pricing
and purchasing. Our examples are from broadly deployed
eCommerce Web services defined by OASIS[13].

Can you trust the pricing on which you're relying? XML
Digital Signature (XML DSIG) [14] can help, but itislikely
better to use a reliable messaging standard that used digital
signatures to both assure delivery and validate the source.
EbXML Message Service (ebXML MS) [15] is such a
technology, broadly used and interoperable. Other
techniques are mentioned below.

5.3. Beyond Pricing

Web services [16] or Representational State Transfer
(REST) services[17] can be used to transmit information; in
the eCommerce world Web services are preferred due to the
response/acknowl edgement.

Reliable messaging techniques, e.g. WS-ReliableMessaging
[18], can be used to ensure delivery of messages.

Event delivery and management services, e.g., Web
Services Notification [19], provides publish/subscribe
events.

5.4. Distributed Security

The experience in distributed fine-grained security for
eCommerce applies directly to our example situations. See,
for example [20]. You want to ensure that only the right
people, in the right roles, access your home, power grid, and
other infrastructure.

Security standards such as WS-SecureConversation [21],
when composed with WS-ReliableMessaging [18], satisfy
critical requirements of notification of demand events or
pricing signals with reliable delivery.

WS-Security [22] is a framework for secure interaction, and
has been in broad use in the eCommerce space for several
years. OASIS Security Access Markup Language (SAML)
[23] allows the creation of secure tokens that can be passed
and validated to alow specific access, and eXtensible
Access Control Markup Language (XACML) is used to
define fine-grained access controls [24].

6. BENEFITSAND INTEROPERABILITY

In this section we briefly discuss how our approach relates
to the GridWise Interoperability Principles [25], and the
benefits of using the eCommerce approach.

6.1. GridWiseInteroperability Principles
We use the statement of principles[25] rather than the more
detailed GridWise Interoperability Framework [26].

Our proposals address the Business Principles and
Information Technology Principles, permit satisfaction of
the Usability Principles, and do not address the Regulatory
and Governance Principles.

We satisfy BO1 in that we address information exchange and
boundary interfaces, consistent with SOA. Security and
privacy concerns have been addressed with the portfolio of
security standards we have listed.

Change is a fact of life in enterprise and eCommerce
systems, which have long experience addressing B02.

The eCommerce techniques are used for many marketplace
transactions, and are applicable to those envisioned in BO3.

We do not directly address B04, as we have not examined
costs/benefits and affects to the parties; this is part of an
architectural and deployment plan.

Verification and auditability are addressed in eCommerce
systems; thisis an architectural and deployment requirement
(B05).

Interoperability through service definitions addresses many
of the integration issues in the principles; SOA is a best
practice in enterprise software definition and deployment.
(102, 102). SOA addresses multi-company applications
(103), and typically uses Business Process, Business Data,
and other modeling methods (104).

Enterprise and eCommerce systems have substantial privacy
and security requirements, many enforced by law, and have
successfully evolved over time. (107).

By definition, an eCommerce approach supports 108, and
commercial implementations (often composed of open
source components) have an excellent record of meeting
performance, reliability, and scalability requirements (109).

Finally, deployed enterprise and eCommerce systems have
successfully dealt with multiple versions of specifications
and technologies;, care must be taken in both standards
evolution and implementation to ensure consistent success.

6.2. Benefits of Using eCommer ce Technology

By moving the definition of interfaces to the service level
the eCommerce approach limits details of interaction that
make brittle interfaces; the details of (say) a BACnet or
LONmark interface when abstracted to a higher service
level are not crucial to the service interactions. Of course,
those interfaces and detailed monitoring are critical to
properly managing building systems, but that level of detail
does not need to be reflected in service definitions[12]. This
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gives flexibility to service definitions and greater ability to
reuse and repurpose.

When engaged in economic interactions, only the price and
characteristics of the service supplied are relevant—by
ignoring other details, the interfaces are simplified and made
more robust.

Decades of experience in enterprise systems (e.g. multi-tier
database systems for managing business information) have
shown great scalability as businesses have grown.

In addition, by adapting and reusing eCommerce
interactions and security, we can accel erate the movement to
dynamic pricing and effective use of energy by not
reinventing functionally similar standards.

7. CONCLUSIONS

We have limited our examples to homes with two high-
wattage appliances; this is clearly not redlistic, but the
behavior of the largest consumption appliances dominates
those of lower demand appliances. Finer grained control has
been explored (e.g. by [9]) but our simplification exposes
the major effects.

The techniques used are essentially the same when applied
to all consumers of RTP in residential, commercia, and
industrial. Some extensions to the basic services may be
useful for commercial and industrial consumers; see Future
Work.

Future homes will have more large energy-using systems
than today. Future homes will have a mix of energy
technologies, including site-based generation and site-based
storage. This transition will be mediated by a clear
recognition of the costs and benefits;, eCommerce
interactions will make these benefits quantifiable.
eCommerce style interactions inside the house may prove to
be the most efficient means to integrate diverse systems
within the house as they reduce the detail that needs to be
understood by each party to the transaction.

8. FUTURE WORK

We have not addressed in detail the controller services or
other characteristics. This is in keeping with our
architectural analysis of information flows. Clearly a
concrete input is needed for implementation; there is much
work in this area, and many products and pilots.

We have not addressed the necessary design of markets to
support the pricing models we have discussed, in particular
futures and more competitive “spot” markets for energy.

The next steps in this work are to define the services more
fully, and validate our notion that the same service
interfaces can (with perhaps extensions) apply from
residential to commercial to industrial situations.

Demand elasticity information gathered from [4] and [5]
will be a useful input into models to estimate energy
consumption changes and peak demand changes to better
determine cost-effective choices.
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Abstract

The common understanding of interoperability and
conformance testing and their interrelatedness is fraught
with bad assumptions and false ideas. Myths like
conformance tested products are automatically interoperable
and interoperability tested products are automatically
conformant lead to greatly diminished returns within
eBusiness systems and supply chains. Testing programs
intended to help a community can instead hinder it if wrong
conclusions are made regarding the interoperability and
conformance of its products. Yet, without a widely accepted
method and understanding of interoperability and
conformance testing, the cycle of unmet expectations and
undelivered promises will continue. There is a great need
for a universal method to analyze and predict real-world
interoperability and conformance of different testing
processes.

This paper provides logical proofs and mathematic theorems
to provide this needed analysis. The paper works out the
mathematical basis for the probability of conformance and
interoperability of testing procedure. Understanding and
application of this probability analysis allows for
implementers to better assess the expected results from
certified testing programs.

This paper provides a logical and mathematical foundation
for guidance in answering critical questions a test program
must consider, such as:

e How many implementations must be tested for an
interoperable product or a conformance engine to
become reasonably conformant?

e How do you test for both interoperability and
conformance?

e  Why are eBusiness implementations problematic in
testing for achieving both interoperability and
conformance?

e  Why do we have to be careful if organizations
developing the products and the conformance or
interoperability testing organization have
significant communication about the standard?

e Do we always need to test for both conformance
and interoperability or are their cases where we can
save resources by only doing one and achieve or
closely achieve the other?

1. INTEROPERABILITY AND CONFORMANCE
TEST STRUCTURES

1.1. Introduction

In order to purposefully discuss interoperability (IOP) and
conformance testing, it is important to fully comprehend the
industry concepts and lingo in this arena. Several concepts
must be discussed to enable a clear understanding of the
various complexities and nuances involved in both types of
test structures.

These tests are verifying the accuracy of various
implementations of a specification. A specification is a pre-
test agreement among implementers with sufficient detail
and exactness as to allow the evaluation of an individual
implementation’s accuracy with regard to meeting the
specification’s conditions. This covers profiling as well as
specifications that are not standards but are done when two
or more companies decide to intercommunicate in a more ad
hoc manner. Finally, it may cover all standards, such as
HTTP, on which the specification is based. This is necessary
because a specification is often tested for conformance or
interoperability (IOP), yet does not test the supporting
standards. These base standards may not be conformant in
the implementations and could potentially cause an
interoperability problem. For example, when using HTTP,



the systems under test (SUTS) do not know whether the
code is conformant to HTTP specifications or if it has been
profiled correctly across all the implementations.

1.2. Conformance Test

A conformance test of an application shows that the
application conforms to the specification by interacting with
the conformance engine application. During this type of
test, the conformance engine (CE) generates output and
receives input which is evaluated by implementations R1
through Rn-1 (Figure 1) and the CE. Both input and output
from the interaction with the CE are expected to be
conformant to the specification. The CE output is NOT
evaluated by the conformance engine itself, because it is
expected to be correct. The only verification that the CE
output is correct comes by consensus from the participating
systems R1 through Rn.

Conformance Engine Matrix

Data Points: N
Degrees of Freedom: N-1

Figure 1

An implementation of a specification is said to be
conformant to the specification, IF and only IF, the input
domain(x, y,.), and the output range(a, b,...) of the
implementation meet the requirements of the specification

and the relation, range= R(domain), when R implements
the requirements of the specification. This is a normal

Black-box with input and output. R is the BLACKBOX,
the input being the domain and the output being the range.
See Figure 2. The dependant and independent variables of
the range and domain may be Boolean, real, integer,
documents, sets, etc. Therefore, the variables may be
composed of any length bit-stream.

Conformance

R (domain)

R is a mathematical relationship. R acts like a Black Box for testing purposes.

Figure 2

1.3. Full Matrix Interoperability Test
A full matrix interoperability test (Figure 3) for a set of

Interoperability (IOP) Test Structure

Full Matrix IOP Test

R1 \\l/
D : 4;‘{\ 3
T //‘\\ e

Condition
Generator

Condition

Generator

The system under test, R1, generates output that
is evaluated by the other systems, R2 —Rn. The
only verification that the output is correct is via
consensus from systems R2 —Rn.

Figure 3
applications built on a peer-interoperable specification
shows the applications interact properly — are peer-

interoperable. Each system must initiate and respond with
every other implementation in a full matrix manner as the

specification states. Thus it must show that R?2 initiates and
R1 responds, R1(R2(domain)), and R1 initiates and

R2 responds, R2(R1(domain)), properly. This is a
composite relation. Also, both are a subset of domain for

every pair of applications, whose relations R1 through Rn
are within the test and an application responds to peer

implementation R( R(domain) . See Figure 4.
A specification is said to be peer-interoperable, IF and only
IF, the input domain(x, y,...) and the output range(a, b...)

meet the requirements of the specification. It also requires
that the relation, R, implements the requirements of the

specification and domain is a superset (;)) or proper
superset (D) of R(R(domain). (Figure 4) It is important to
remember the dependant and independent variables of the



range and domain may be Boolean, real, integer, documents,
sets, etc. Once again, the variables may be composed of any
length bit-stream.

1.4. Relation-R

In addition to comprehending the models of conformance
and interoperability testing, it is important to understand the
mathematical concept of a relation. Suppose R is a relation
from A to B. Then R is a set of ordered pairs where each
first element comes from A and each second element comes

from B. That is, for each pair a € A and b € B then

(a,b) € Risread as “ais R -related to b”. The domain of

arelation R is the set of all first elements of the ordered
pairs which belong to R. The range of R is the set of second
elements [']. Each variable, a and b from (a,b) could each
represent a set of (1, m, n,....).

Peer-Interoperability

R1
Domain | Range
Domain
RENES
R2

R1 and R2 are mathematical relationships that describe the specification
under test which act like black boxes for testing purposes.

range < domain (Range is always a subset of domain)

Figure 4

A relation, unlike a function, may have more than one
correct output for exactly the same input. Thus a relation
could have something such as (a,b) and (a,d), both being a
correct response for an input of ‘a’. The relationship, versus
the function, was selected for this series of definitions to
make the definitions as general as possible.

In the interoperability definition, the idea of a composite
relation (R10 R2) is revealed. Let R1 be a relation from A
to B and let R2 be a relation from B to A.(Figure 4) Then

(a,a) € R1oR2 where (a,b) € R1 and (a,b) €R2. In

a peer- interoperable specification, R1 and R2 are different
representations of the same specification.

2. THEOREM: THE PROBABILISTIC
CONFORMANCE & INTEROPERABILITY
CORRECTNESS THEOREM

2.1. Theorem:

2.2.

Any individual implementation of a set of
size N implementations of peer-
interoperable specifications, which are
peer-interoperable among themselves,
has the same probability of being
conformant as a conformance engine of
error degree N-1, if:

the implementations are developed in a manner
that produces random errors.

the appropriate error generator application is part
of the interoperability test.

the same test criteria is used for both.

the conformance engine was tested against itself.

Corollary:

Based upon test criteria, a Conformance
Engine (CE) tested against N
implementations or any single
implementation tested against N other
implementations in a full matrix IOP test
has a probability of being conformant to
the specification of:

(1-APEY)"

Where N=number of implementations,

M-=number of test cases,

APE = average probability of a
test-error in an implementation
on a test case.

NOTE: The Theorem and the Corollary will be proved

concurrently below.



2.3. Pre-Proof Discussion:
In Figure 5, both methods have a flaw in that each ‘may’ not
identify some test-errors or test-discrepancies. In statistics,
these standard errors are generally referred to as Type [ &
Type II errors.[*]
Type I Error: Rejecting a true null hypothesis. This can be
restated as:

e Rejecting a true IOP system or a truly

conformant system

e Reporting a test-error when the systems are truly
conformant to the specification

Type I Error: Failing to reject a false null hypothesis
(testing event error)
o Failing to identify a non-conformance error

e The systems under test agree that something is
not a test-error when it actually is

e An error escaping thru the test regime for each
test case

Throughout this proof, the discussion centers on type II
eITOrS.

The Key Question from which the theorem and corollary
are produced is:
How can systems be interoperable based

on a specification and not be conformant
to that specification?

If one keeps this question in mind the proof will be easier to
understand.

This situation can happen when all of the implementations
in an IOP or conformance test make exactly the same ‘non-
conformant error’. Each system would report a condition as
‘not an error’ when tests are conducted against the
conformance engine or among each other. Henceforth, this
situation involving a type II error will be referred to as a
testing event error.

In Figure 5, the IOP test R1 would have to see the same test-
error as a non-error for the N-1 other products in the test. In
the conformance test, the

Theorem 3 View of Testing

One Product’s View of Full Matrix
0P Test against N-1 other products

Error
Condition
Generator

R1 generates/evaluates output/input that is
evaluated by all others R2 >Rn. The only
verification that the output/input is correct
comes in a consensus manner from R2->Rn
and the error condition generator.

Conformance Engine

Error Degree N -1Debug Test

CE generates/evaluates output/input that is
evaluated by R1 - Rn-1. The only verification
that the output/input is correct comes in a
consensus manner from R1 - Rn-1.

Figure 5

conformance engine would have to see the same non-error
for the N products in the test in order for a real error to
escape the test. The only way for this to happen is if R1
thru RN agree that a real test-error is not an error. If one
implementation found the test-error, the specification
should be checked to see if it is an error and correct all
systems R1 thru RN as necessary. The same argument
follows below for both test types: interoperability and

conformance.

2.3.1. Example:

The specification requires that when an

implementation receives an ‘A’ it should

then respond with a ‘B’. This is the

correct conformant response. However, if

all of the implementations think that

when they receive an ‘A’ they should

respond with a ‘C’, then the systems all

deem this as a correct response. In this

situation all of the implementations pass

the test. The conformance engine even

passes because it is wrong also.

Therefore, since all participants passed

the test, then they all work. Yet, they are

not conformant! The only way this can

happen is if they all think sending the ‘C’

is correct. If even one of them thinks ‘C’ is
incorrect, then a discrepancy will have
been identified. With the proper research,
the problem can be corrected.



This can be stated mathematically as:

Given any @ & demain. b € range, and ¢ € range, the
expected relation is:

(a.b) @ R1.(a.b) e R2,....(a,b) € Rnand (a.b) & CE

However in a test event error situation, the actual result is
(a.c) e Rl,{a.c) e R2,...(a.c) € Rnand (a.c) & €F

In this case, the test domain element (a) produces the same
non-range test-error in all implementations — (a,c) where ¢
is not part of the range as specified by the specification or it
is the improper range element for this input ‘a’. This
includes both the implementations and the CE --
conformance engine. Now, assume the CE sets a baseline
validation against the same set of R1 through Rn
implementations which all contain the same test-error. The
CE could cause problems in future conformance tests by
confirming that the non-range or test-error element is
correct when it is actually incorrect for a specific domain
element. A full matrix IOP test on that same set of
implementations will also encounter this exact issue.

If the conformance engine is completely accurate in its
implementation of the specification, the above scenario
cannot happen. However, the only way to verify that it is
completely true in its implementation is to test the CE
against a number of implementations or other CE’s. These
systems may be colluding together to cause an incorrect
output from the CE. The goal of this contrived agreement is
to get the CE to return a flag of correct when it is should be
returning a flag of error. The collusion would happen more
often if the applications (SUTS) were developed as a group
effort. This conspiracy among the implementations usually
only happens when the errors in the implementations are not
random in nature.

2.4. Proof:

Theorem: Any individual implementation of a
set of size N implementations of peer-
interoperable specifications, which are peer-
interoperable among themselves, has the
same probability of being conformant as a
conformance engine of error degree N-1, if:
the implementations are developed in a
manner that produces random errors.

e the appropriate error generator
application is part of the interoperability
test.

e the same test criteria is used for both.

e the conformance engine was tested
against itself.

The test structure is looking for any conflicts between the
implementations during peer-interoperable full matrix
testing or verification of the conformance engine. When
conflicts are discovered, they are resolved by referencing
the specification. Thus, the issue is in identifying any
conflict and then resolving the coding errors or
interpretation issues in all implementations in a manner that
meets the specification.

As tests against the N systems which have
supposedly been programmed to the
specification are conducted, what is the
probability of a testing conflict NOT being
reported when there really is a test-error?
The implementation passes the test yet
remains non-conformant.

Once a conflict is identified, verification must occur that the
conflict ‘does or does not” meet the specification. A conflict
that is not revealed during a peer-interoperability test or
validation of the CE on all N implementations is a test-
event-error. The probability that ALL implementations
make exactly the same non-conformant error in their
implementations on one test case is:

(APE)"

where APE is the average probability of a specific test error
in an implementation.

Conformance Engine

Data Points: N
Degrees of Freedom: N -1

Figure 6

So again,(APE)" is the probability of an error escaping
thru the test regime for each test case. The expression
below represents the chances of identifying test-errors for



all test participants for one test case because one to several
of the implementations identify this as an error. That is,
zero errors are escaping through the test for each test case.

1-(4PE)"

What is the probability of a situation like this happening for
ALL test cases? This means none (zero) of these colluding
test-errors are escaping though the test procedures and we
are approaching full conformance.

P(test — event —error) =1-— (APE )N

For all test cases, the probability of this happening is:

M
P(test — event — error)™ = [l - (APE )N ]
where M is the number of test cases.

It is important to note that the average probability of error
(APE) for each implementation is assumed to be the same
for each test case. Since this is not always true, it must be
approximated. There isn’t an easy way to quantify the
probability of the error occurring in the specific test so an
educated guess must suffice. This unknown value could
possibly be computed as:

1

number ¢f peanikl code FequeNEes cevered &) this (68t case

which could be in error

If the exact probabilities could be computed for each test
case, the expression would be:

1— (P (test —error)-...P, (test — error))
Or
N
P(test — event —error) =1— H P (test —error)
=1

1

2.4.1. Example:

N=number of implementations under test = 10, M = number
of test cases =20, APE = 0. 10 = chances of error in an
application on the same test case. We have to guess on this
0.10 because we don’t know for sure the exactness of this

value.
20

P(conformance) = (l - APEM )M =|1- (—)

2.4.2. Finally:

Now this is the chance of any one implementation or the CE
being error free with respect to the test criteria. The test
criteria are, of course, based on the specification and, since
no errors escaped through the test, each of them has passed
the conformance if the test plan is correct.

2.5. Final Conditions:
e The implementations are developed

in @ manner that produces random
errors — the proof above depends on
random errors. Non-random errors
invalidate the proof.

The basis of the theorem is that errors happen
randomly.

e The appropriate Error Generator
application is part of the IOP test.
This is required to ensure that the
implementation being tested in an
interoperability test have the ability
to use the same test criteria as those
in a conformance test.
It is assumed the error generator application

implements the same error test as conformance
engine.

e The same Test Criteria is used for
both.

This should be obviously clear.

e The CE tested against itself.

The CE in the conformance test could be less
conformant than the full matrix tested products
because how it responds to ‘error-conditions’ is not
tested unless it is tested against itself.



Key Conclusions from this paper:

One of the most important observations drawn from the
probability theorems is the necessity of a well
constructed error generator within an interoperability
test. The failure to provide one prevents the
conformance and interoperability testing from properly
establishing the boundaries of the test domain and
verifying the products under test truly meet the
standards’ requirements. A test event which does not
use the error generator must be very carefully designed
to prevent deployment level interoperability issues from
arising.

The necessity of the error generator points to the fact
that testing organizations have to be careful in their
communication with organizations developing the
products regarding the standard under test. If there is
significant dialogue between those developing the
implementation and the test organization, they may all
make the same error with reference to ‘the standard’. If
this occurs, the chances are greater that, during the test
event, all the implementations may evaluate this ‘error’
as a ‘non-error’ and thus evaluating implementations as
interoperable and conformant — yet they may not be in
reality.

Assuming the presence of an error generator and well
designed testing environment, the probability formula
shows that around 10 or more implementations being
interoperability or conformance tested gives a
significant level of conformance to the implementations
from interoperability only test and to the conformance
engine in the conformance only test case — for a
reasonable APE. However, note that the APE has to be
estimated from knowledge of the testing environment
and the standard. Significantly less than ten
implementations may not “clean” the conformance
engine enough in a conformance test. It depends on the
value of APE chosen and the number of individual test
cases.

The probability proofs also speak of the value for both
conformance testing and interoperability testing for
products. While the theorem does not address this
directly, one of the assumptions is that the specification
will be tested during both types of test. The
specification definition is ‘loose’ in that it could apply
to just ‘the single standard’ or to all ‘associated
standards on which the main standard is based’. For
some test environments there is ‘the standard’,
constructed in a manner that is very independent of
other standards — some areas of devices are an example
— s0 test criteria covers only the software or firmware
on which the core standard is based. When this

environment is evident, the probability of conformance
producing interoperability is much higher than in the
environment where ‘the standard’ is strongly dependent
or includes additional ‘other software’ such as in the
case of eBusiness kindred software or firmware. This
lower interoperability probability occurs because the
test criteria does not cover the ‘other software’.

Frequently we do not know if the ‘other software’ is
conformant or interoperable. In this complex
environment such as seen in eBusiness software and/or
firmware, adding test criteria for this ‘other software’
would add too much effort to the actual test event and
generally it is not done or only done partially. In the
end, the conformance engine does not evaluate the
‘other software’ and does not expose the
interoperability problems among the ‘other software’
area. The converse is true that the probability of
interoperability testing achieving a significant level of
conformance is less over standard implementations
highly dependent on this ‘other software’. With this
type of standard, use of both conformance testing and
interoperability testing is of greater value.

Must we always test for both conformance and
interoperability? The answer is no in some cases.
However, this decision is based on efficiency of the test
and possible savings for all concerned in the testing
effort — implementers and testers alike. It is always
best to do both — yet if the error generator is sufficient
enough in an interoperability test, it is highly likely one
will achieve the same results as doing the additional
conformance testing. Also as noted above, conformance
testing in some non- eBusiness type software can
become close to interoperability or maybe achieve
interoperability because there is no ‘other software’.



3. GLOSSARY

Definition: COMPOSITE RELATION - Rlo R2

Let R1 be arelation from A to B, (a,b) € R1, and let
R?2 be arelation from B to C, (b,c) € R2,. Then
(a,c) € Rlo R2, where
acAand be B,and ce C..

Definition: CONFORMANCE ENGINE APPLICATION

A conformance engine application is composed of 3 parts:
e atest administrator facility

e aspecification mimic that implements at least the
parts of the specification to be tested

e an error generator application that produces error-
conditions, and has the ability to produce non-
domain elements to test the domain boundaries.
These non-domain elements could produce two
types of errors: error-conditions or errors the
applications do not handle programmatically
correctly. We call these later ones test-errors.

Definition: CONFORMANCE ENGINE ERROR DEGREE

A conformance engine is said to be error free to degree N on
the specification, if and only if, it has been tested against N
implementations of the specification with all
implementations producing random errors as they are tested.

Definition: CONFORMANCE TEST

A conformance test of an application shows that the
application conforms to the specification by interacting with
the conformance engine application.

Definition: CONFORMANCE TO A SPECIFICATION

An implementation of a specification is said to be
conformant to the specification, IF and only IF, the input
domain(x, y,..), and the output range(a, b,...) of the
implementation meet the requirements of the specification
and the relation, range= R(domain), when R implements the
requirements of the specification.

This is a normal BLACKBOX arrangement with R as the
BLACKBOX, the input being the domain and the output
being the range. See Figure la.

The dependant and independent variables of the range and
domain may be Boolean, real, integer, documents, sets, etc.
--that is, they may be composed of any length bit-stream.

Definition: ERROR-CONDITION

An error-condition is a condition in a program where the
domain of R elicits a known range-element of type “error”
or warning as the specification designates. This is not an
error in testing or conformance. This is ‘success’ because
the program is acting as the specification designates.

Definition: ERROR GENERATOR APPLICATION

An error generator application produces error-conditions,
and has the ability to produce non-domain elements to test
the domain boundaries.

Definition: FULL MATRIX INTEROPERABILITY TEST

A full matrix interoperability test for a set of applications
built on a peer-interoperable specification shows the
applications interact properly — are peer-interoperable --
each with every other, in a full matrix manner as the
specification states. Thus it must show that R2 initiates and
R1 responds, R1(R2(domain)), and R1 initiates and R2
responds, R2(R1(domain)), properly and both are a subset
of domain for every pair of applications, whose relations R1
through Rn are within the test and an application responds
to peer implementation R(R(domain) . See Figure 2 and
Figure 1b.



Definition: PEER-INTEROPERABLE SPECIFICATION

A specification is said to be peer-interoperable, IF and only
IF, the input domain(x, y,...) and the output range(a, b...)
meet the requirements of the specification. It also requires
that the relation, R, implements the requirements of the

specification and domain is a superset (Q) or proper

superset (D) of R(R(domain).

(The dependant and independent variables of the range and
domain may be Boolean, real, integer, documents, sets, etc.
(that is, they may be composed of any length bit-stream.)

Definition: RELATION - R

Suppose R is a relation from A to B. Then R is a set of
ordered pairs where each first element comes from A and
each second element comes from B. That is, for each pair

a€ Aand b € B then (a,b)e R is read as “ais R-

related to b”. The domain of a relation R is the set of all
first elements of the ordered pairs which belong to R. The
range of R is the set of second elements.

Definition: SPECIFICATION

A specification is a pre-test agreement among implementers
of sufficient detail and exactness which allows evaluation of
an implementation as to meeting the specification’s
conditions.

Note: This definition covers profiling also. It also covers
specifications that are not standards but are done when two
or more companies decide to intercommunicate in a more ad
hoc manner. Finally, it may cover all standards such as
HTTP, on which, the specification is based. This is
necessary because we often test a specification for
conformance or IOP, yet do not test the supporting
standards which may not be conformant in the
implementations and could potentially cause a problem. For
example, if using HTTP, we don’t know the HTTP code to
make sure that it is conformant to HTTP specifications or
has been profiled correctly across all the implementations.

Definition: TEST CRITERIA

The test criteria are the detailed test plan based on the
specification under test that is usually composed of many
individual test cases.

Definition: TEST-DOMAIN

Test-domain is normally a superset of Domain whose
purpose is to verify that the relation R is rejecting non-
domain input elements. (Note: In a well written
specification, one would expect all Test-domain elements
minus domain elements to produce error-conditions and not
test-errors. However, in distributed applications, test-errors
or error-conditions produced from outside events such as
communication errors, communications interruptions do
occur.)

Definition: TEST-ERRORS

A test-error is when the domain of R elicits a condition, for
which, there is no element in the range because it is
undefined in the specification or because the application has
not been designed properly.

Definition: TESTING-EVENT-ERROR

Type 11 Errors in which the systems under test:
e Fail to identify a non-conformance error

e Agree that something is not a test-error when it
actually is

e An error escaping thru the test regime for each
test case

1. Schaum’s Qutlines: Discrete Mathematics, 2™ ed.,
Lipschutz, S. and M. Lipson, p. 28,
McGraw-Hill, 1997

[2] Elementary Statistics, 9" ed. Triola, M., p.381
Pearson Education, 2004
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Abstract

To prosper in a competitive market, utilities are forced to
better integrate their systems and processes in order to
reduce operating and maintenance costs as much as possible
and to improve overall reliability. The Common Information
Model (CIM) is designed to achieve easier interoperability
between systems. However, the lack of a complete standard
semantic model creates a major stumbling block for more
effective and efficient integration. Since CIM is the most
complete standard semantic model in utility industry, in
order to promote and encourage broader use of CIM,
explicit and practical rules for CIM compliant
interoperability assessment are proposed here.

The idea of leveraging CIM as semantic model has been
elaborated and emphasized in [5]. Reference [5] aso
recognizes a need for explicit CIM compliance rules. The
purpose of this paper is to propose a practical and consistent
approach for defining the IEC Common Information Model
compliance types and levels relative to the different
interoperability scenarios where CIM can be leveraged.

Two key types of CIM compliance are elaborated in more
details, namely semantic and syntactic compliance at
different compliance levels in the context of different
interoperability and data usage patterns using severa
technologies such as Data Management (DM) solutions,
Enterprise Service Bus (ESB) and Service-Oriented
Architecture (SOA), Enterprise Information Integration
(EN), Extract, Transform and Load (ETL), etc.

A formal definition of CIM (a mathematical formulation) is
presented as a prelude to explicit CIM compliance rules for
each applicable type and level.

1. INTRODUCTION

The Common Information Model (CIM) is a conceptual
information model for describing business entities in
electrical energy business domain including enterprise and

service provider environments. It provides a consistent
definition and structure of data, using object-oriented
techniques. The CIM includes expressions for common
elements that must be clearly presented to management
systems and applications like object classes, attributes,
properties, and associations to name a few.

The CIM was originally developed as part of the EPRI
CCAPI project, and then later adopted by IEC TC57 as a
standard, |IEC 61970-301. IEC TC57 WG13 specified the
use of XML and RDF Schema to represent a set of CIM
core objects as the basis for exchanging Transmission
Network Model data between applications. At the time,
XML Schema (XSD) had not yet been adopted by W3C asa
standard. IEC TC57 WG14 later specified the use of XSD to
define message standards based on the CIM (the |EC 61968
series of standards).

2. INTEROPERABILITY AND INTEGRATION
READINESS

Per Gartner [2] “Integration” is defined as the act or
approach of making two of more independently designed
things (systems, databases or processes) work together to
achieve a common business objective. For practical reasons,
integration activities within large enterprises are typically
classified as data and application integration. The ultimate
result of integration is the fact that all applications work
seamlessly together in achieving the same business
objective and that typically involves data exchanges and
synchronization (data sharing) as well as process and
activity coordination.

3. CIM USAGE PERSPECTIVE

The CIM as an information model can be used as a semantic
vehicle to achieve full compatibility of data definitions and
exchange of data between numerous applications across
business areas and corporate boundaries. The CIM defines a
standard and a common way of representing a variety of
physical and abstract data related to the operation of electric
utility organizations. For sometime it's been mostly known
for its use in the area of transmission network modeling and
simulation, but now with latest extensions, it also contains
representations for data related to generation control,
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scheduling, SCADA, distribution and market functions as
well as business objects such as assets and documents. In
order to enrich the business context around the existing
model, CIM is being envisioned as ontology that defines
business concepts, relationships and a set of rules in the
utility business domain. It is designed to provide a way to
access and manage data from multiple sources, facilitate
understanding, and enable rapid use by software
applications.

From an integrator perspective, the Common Information
Model alows EAI/ESB [1, 3, 4], ETL, Ell, Bl, Modeling,
Process and Data management technology solutions to work
together in standard ways. All solutions share the same
information model and common vocabulary.

Business Vocabulary

Figure 1. Role of CIM

In general, CIM facilitates common understanding within
and beyond corporate boundaries.

CIM can be effectively leveraged in the following
technology solutions (Figure 1) and interoperability
scenarios:

= Enterprise Application Integrating (EAI) / Enterprise
Service Bus (ESB) — provides basis for standard-based
message payloads and data transformation (e.g. XSLTs)
from and to CIM structures.

= Enterprise Information Integration (EIl) — provides
platform-independent logical model as well as
mappings to underlying systems and federated queries.

=  Extract, Transform and Load (ETL) — Generates data
transformation workflows to convert data from a source

to a target data store using CIM as a logical
intermediary.

= Modeling and Development tools — Create / extent /
profile models (e.g. interface model) using CIM
structures

= Busness Intelligence (Bl) tools — Using CIM and
Business Vocabulary (BV) to generate common
business views

= Data Management solutions - provides platform-
independent logical model as well as data exchange
mappings from CIM-based payloads to underlying
systems.

=  Process Modeling — More effective process engineering
leveraging CIM use cases and standard functional
decomposition as well as standard data exchanges and
BV.

= Composite Applications Framework — provides
standard-based interoperability framework for linking
technology and business components into functional
assemblies.

= Network Model data exchanges - provides ability for
multiple components (within the same organization or
B2B) to exchange network models

3.1. Art of Integration
Large scale integration projects require a customized, very
often innovative approach designed to achieve major
business objectives on time. The key step in each integration
project is data exchange analysis.

Data Exchange analysis is designed to identify what data
each component would receive from upstream components
aswell as data it would provide to downstream components.
This analysis also identifies all data mappings at data
element level as well as all required transformation rules.
This is much easier to achieve if all systems data are
mapped to a common information model or in other words
if all components “talk” and understand CIM.

Figure 2 illustrates a CIM usage in an integration project
where CIM was leveraged extensively. The design time
semantic analysis started with CIM. CIM profile as a subset
of CIM was created with only data elements required in the
project. The CIM profile is then extended with required data
elements that were not part of CIM Profile. Note also that
those data elements were discovered during data exchange
analysis. For Example 1, besides leveraging CIM as
integration semantic model, CIM is also used for Web
Services and message payloads design.
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Figure 2: - Example 1 of CIM Usage — Web Service design

Figure 3 example described ETL pattern of data exchanges
where CIM is leveraged as semantic intermediary to
configure transformation rules.
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Figure 3: - Example 2 of CIM Usage— ETL
These two examples are presented rather briefly just to
illustrate how CIM can be leveraged in integration projects.

4. CIM FORMAL DEFINITIONS

The CIM is seen as a conceptua information model
consisting of entities, attributes (class fields), properties (in
this context data type properties) and relationships. The
CIM can be formally defined as follows:

Definition 1 — CIM Definition
A CIM is a 4-tuple: C = (E, A, P, R), where:
= Eis set of Entities in CIM:
E={ei]l=i<ne€E}
= Ais set of Attributes in CIM:
A={aj|1 =j<ma € A}
= Pisset of Properties in CIM
P={p«|l Sk <o,p€ P}
= Risset of Relationships in CIM

R={n1<1<qr€R}

= n-number of entities in CIM

= m-number of attributes in CIM

= 0-number of properties in CIM

= (- number of relationships in CIM
Definition 2 — CIM Profile Definition

CIM profile is a subset of CIM and contains only entities,
attributes, properties and relationships necessary to achieve
required business objectives. CIM profile is defined
formally as:

A CIM Profile is a 4-tuple: Cyr = (Epry Apr, Por,
= E, isset of Entities in CIM Profile:
{eill < npr, e C E}
. Apr is set of Attributes in CIM Profile:
={a 11 =

. Ppr is set of Propertles in CIM Profile:

Rpr), Where:

mprv aj C A}

Pprz{pkll < k SOpra Pk c P}
= Ry is set of Relationships in CIM Profile:

o =411 = 1= gpr 1y © R}
= n, —number of entities in CIM profile { n,, <n}
= m, —number of attributes in CIM profile { m,, <m}
= 0, —Number of properties in CIM profile { o,r <0}
= gy —number of relationships in CIM profile { g,r <q }

Definition 3 — Extended CIM Definition

Extended CIM is either CIM profile or CIM with additional
entities, attributes, properties and relationships necessary to
achieve required business objectives. Extended CIM is
defined formally as:

An Extended CIM is a 4-tuple: C¢, =
where:

(EEXi Aex: PEXi Rex),

= E, issetof Entities in extended CIM:
{e |1< nex,e € EEXIECEEX}
= A, isset of Attributes in extended CIM:
:{aj Il = J = mex:aj EAex :A CAex}
= P isset of Properties in extended CIM:
ex :{pkll S k SOex, Px € Pex ’ P CPex}
= R is set of Relationships in extended CIM:

Rex:{rl Il S I S Qexs I € Rex:R CRex}
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= ne — number of entities in extended CIM { ngy >n }

= Mg — number of attributes in extended CIM { mg, > m
}

= 0¢ — number of properties in extended CIM { 0¢ >0
}

= (e — number of relationships in extended CIM {ge >q
}

Definition 4 — CIM Mapping / Transformation Definition

Transformation is defined as an operation / action required
for mapping elements of CIM to elements of a model under
consideration.

A simple mapping or transformation is defined as 3 - tuple:
T=(M,0,CQC)

where

= Tisset of mappings / transformations
{tLilnl<i<nteT}

= C issetof CIM elements

= Mis set of Model elements

= O - set of operations (simple transformation / function
or direct mapping) that maps elements of set M to
elements of set C

O: M ->C where

{mj=o0i(c)}
{mi1<j<a,meM}

{eell £k L ag,c€C, }
{oil<£i<n,o0 €0, a, < a}
= a, - number of attributes in M

= a.-number of attributes in CIM

= 0 — number of operations that transform / map
model data elements to CIM

Definition 5 — CIM compliance indicator for a model is
defined as percentage of model data elements mapped to
CIM.

CIM compliance indicator is defined as

ty, = a; /a, * 100

where

=ty - percentage of elements mapped to CIM

= g3, — total number of data elements from model M
mapped to CIM

= a, - number of applicable attributes in model M

Definition 6 — CIM compliance indicator for multiple
models (e.g. sender/source and receiver/target) is defined as
percentage of model data elements that map to each other
(M1 ->M,) andto CIM.

CIM compliance indicator for multiple m models is defined
as

tmo, = a¢ / @, * 100
where
= t.- percentage of elements mapped to CIM

= g, — total number of data elements from model M,
M,...M, that map to each other and to CIM

= a, — number of applicable attributes in models M,
M;...M,

Definition 7 — CIM compliance indicator for multiple
models (e.g. sender/source and receiver/target) is defined as
percentage of model data elements that map to each other
(M1 -> M) andto CIM.

CIM compliance indicator s for multiple m models is
defined as

Smw = a¢/ a, * 100
where
= S - percentage of elements mapped to CIM

= g, — total number of data elements from model M,
M,...M, that map to each other and to CIM at entity,
attribute, property and relationship level.

= a, — number of applicable attributes in models M,
M;...M,,

Definition 7 implies that message payloads are derived from
CIM.

5. COMPLIANCE DEFINITIONSAND RULES
Interoperability between systems is much easier to achieve
if domain models of all integrated components comply with
a standard model such as CIM. For this consideration and in
this context, two key types of CIM compliance are
recognized semantic and syntactic compliance.

5.1. Semantic Compliance
The following semantic compliance rule is proposed to
assess CIM compliance level of an information model:

Compliance Rule 1 - A necessary condition for CIM
semantic compliance is the ability to map directly or using a
simple translation, data elements of an information model to
the respective attributes of the CIM.
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Rule — Supposing Definition 4 and according to Definition
5, CIM Compliance Levels are

If10<ty,<20thenCL=1
Else if 20 < ty, < 30then CL =2
Else if 30 < ty, < 40then CL = 3
Else if 40< t,, < 50 then CL = 4
Else if 50< t,, < 60 then CL =5
Else if 60< t,, < 70 thenCL =6
Else if 70<t,, <80thenCL =7
Else if 80< ty, <90 then CL =8
Else if 90< ty, <99 thenCL =9
Else if ty, = 100% then CL = 10
where
= CL-CIM compliance Level

The Rulel should be used mainly to assess semantic CIM
compliance level. Per rule, a semantic compliance can be
achieved at several levels depending on percentage of data
elements mapped to CIM (e.g. Level 1 - 5-10%, Level 2 -
10-20%, Level 3 20-30%, Level 4 40-50%, Level 5 - 50-
60%, Level 6 60-70%, Level 7 70-80%, Level 8 80-90%,
Level 9 90-99% and Level 10 - 100%). Using the
Compliance Rule 1, the information model M should be
considered as CIM Compliant at some level if sufficient
number (e.g. for Level 4 between 40 and 50%) of data
elements has corresponding CIM data elements (eg.
entity/data element Organization.type in an EIM can be
mapped to entity/data element Company.companyType in
CIM ). This would ensure that the same logical concepts for
data elements in the model under consideration are
equivalent to those in CIM.

5.1.1. Interoperability (Message Payloads/ Interfaces/
Data Streams) CIM Compliance

This section defines compliance rules at data exchange /
interface level.

Compliance Rule 2 - A necessary condition for CIM
compliant semantic interoperability between two systems is
the existence of mapping schema or translation function that
maps data elements of the domain models of both systems
(sender/source and receiver/target) to the respective
attributes of CIM.

Rule — Supposing Definition 4 and according to Definition
6, CIM Compliance Levels are

1f10 <tm,<20thenCL=1
Else if 20 <t 0, <30thenCL=2

Else if 30 < t;, < 40then CL = 3
Else if 40< t,0, <50 then CL =4
Else if 50< t0, < 60thenCL=5
Else if 60< ty, < 70then CL=6
Else if 70<ty <80thenCL =7
Else if 80< ty0, <90then CL=8
Else if 90< ty,< 99 thenCL =9
Else if ts, = 100% then CL = 10
where
= CL-CIM compliance Level

This ensures that the exchanged information has the same
meaning for both systems (sender and receiver). The
semantic compliance can be achieved at severa levels
depending on percentage of data elements mapped to CIM
(e.g. Level 1 - 5-10%, Level 2 -10-20%, Level 3 20-30%,
Level 4 40-50%, Level 5 - 50-60%, Level 6 60-70%, Level
7 70-80%, Level 8 80-90%, Level 9 90-99% and Level 10 -
100%).

5.2. Syntactic Compliance
Another type of CIM compliant data exchanges deals with
syntactic interoperability. The syntactic interoperability is
seen as grammar that conveys semantics and structure /
format of data exchanges such as messages payloads or
data streams.

Compliance Rule 3 - A necessary condition for CIM
compliant syntactic interoperability between two systems is
the existence of semantically compliant sender and receiver
as well as when both systems (sender and receiver) can
process message structure/payload derived from CIM.

Rule — Supposing Definition 4 and according to Definition

7, CIM Compliance Levels are
If10 <sSpo,<20thenCL =1
Else if 20 < S0, <30 then CL =2
Else if 30 < sjo,< 40then CL =3
Else if 40< s;,< 50 then CL =4
Else if 50< Sy, < 60 then CL =5
Else if 60< Sy, < 70 then CL = 6
Else if 70< s, < 80 then CL =7
Else if 80< s, < 90 then CL =8
Else if 90< s;0,< 99 then CL =9
Else if 5y = 100% then CL = 10
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where
= CL-CIM compliance Level

Using message structure/payload derived from CIM, enables
so-called direct access to the payload by participating
systems while payload just based on CIM requires a clearly
defined transformation function / rules. Note that both
approaches can be combined in a single payload.

The syntactic compliance can be achieved at several levels
depending on percentage of data elementsin payload
directly derived from CIM or in other words those that
facilitate 'direct access (e.g. Level 1 - 5-10%, Level 2 -10-
20%, Level 3 20-30%, Level 4 40-50%, Level 5 - 50-60%,
Level 6 60-70%, Level 7 70-80%, Level 8 80-90%, Level 9
90-99% and Level 10 - 100%).

6. INTEGRATION READINESS ASSESSMENT
Integration readiness is seen as a component’s ability to
interact with other components in an integrated
environment. The integration readiness can be assessed by
complexity level or effort required to enable a component to
exchange information with other components. Experience
on large scale integration projects demonstrates that
inadequate component’ integration readiness results often in
significant project delays. Organizations undertaking large
scale integration projects are often forced to deal with large
number of non-standardized, non-CIM compliant data
exchanges resulting in project delays simply because of
absence of semantic and syntactic standard compliance rules
to assess integration readiness before project starts.
Therefore it is extremely important to measure integration
readiness of all components at the component selection
time. The proposed CIM semantic and syntactic compliance
rules are strongly recommended to measure integration
readiness of each component.

Table 1: Complexity of Integration vs. Compliance Levels

Semantic Syntactic
Integration Description Compliance Compliance
Complexity P Level Level
2 |4 |7 [10]2 |4 |7 |10
. No SM, No
’ v | v v | v
High EPs
. No SM
’ v | v v | v
Med.High Some EPs
. SM, Some
! v v
Medium EPs
Med.Low SM, EPs v v
SM and
Low standard V| v v | v
based EPs
Zero
Coding Plug & Play 4 4
Effort*
Zero effort True Plug & v
Play

SM — Semantic Model; EP- End point (e.g Interface, Web Service,
input/output staging tables, shared folder)
* - Configuration Effort

The empirically based Table 1 shows strong relationships
between complexity of integration and integration readiness
expressed in terms of semantic and syntactic compliance
levels to a common information model.

Note that higher compliance levels decreases chances of
projects delays and leads to more effective as well as less
expensive integration.

7. CONCLUSION

CIM Semantic and Syntactic compliance rules are proposed
in this paper. CIM formal definitions are presented as well
to provide foundation for clear description of compliance
rules. The proposed rules can be used to assess components
integration readiness. Solution providers are strongly
encouraged to evauate integration readiness of their
products and use that as a competitive advantage especially
for components that would interact with other systems and
applications. The proposed rules should encourage non-
product suppliers to develop services and tools for CIM
compliance level certifications.
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Abstract

Automated Demand Response (DR) programs require that
Utility/ISO's deliver DR signals to participants via a
machine to machine communications channel. Typically
these DR signals congtitute business logic information (e.g.
prices and reliability/shed levels) as opposed to commands
to control specific loads in the facility. At some point in the
chain from the Utility/ISO to the loads in a facility, the
business level information sent by the Utility/ISO must be
processed and used to execute a DR strategy for the facility.
This paper explores the various scenarios and types of
participants that may utilizez DR signals from the
Utility/1SO. Specifically it explores scenarios ranging from
single end user facility, to third party facility managers and
DR Aggregators. In each of these scenarios it is pointed out
where the DR signal sent from the Utility/ISO is processed
and turned into the specific load control commands that are
part of a DR strategy for a facility. The information in
these signals is discussed. In some cases the DR strategy
will be completely embedded in the facility while in others
it may be centralized at a third party (e.g. Aggregator) and
part of an aggregated set of facilities. This paper also
discusses the pros and cons of the various scenarios and
discusses how the Utility/I SO can use an open standardized
method (eg. Open Automated Demand Response
Communication Standards) for delivering DR signals that
will promote interoperability and insure that the widest
range of end user facilities can participate in DR programs
regardless of which scenario they belong to.

1. AUTOMATED DEMAND RESPONSE SIGNALS
Demand Response (DR) programs can take many forms.
DR programs differ from normal rates and tariffs in that
they are designed to alow for the Utility/ISO to take
specific actions to influence the load profiles of facilities
that participate in the DR programs at peak consumption
times on the grid. These peak consumption periods may
cause critical grid reliability issues which must be
addressed, but they may aso trigger economic factors
wherein the price of electricity reaches critical levels which
may be ameliorated by reducing the overall consumption on
the grid during those periods. These critical periods in
which the Utility/ISO needs to influence the load profile of
aFacility are referred to as DR Events. Much of DR today is
managed as a set of programs in which the participants enter
into some contractual agreement about how they will get
compensated by participating in the DR Events. Asthe real
time pricing markets evolve the notion of being
compensated during a specific event period may get
replaced with a purely price responsive mechanism that
does not require that the facility be explicitly notified that a
DR Event per seis occurring.

The manner in which the Utility/ISO influences the load
profile of a facility is to send out a so called DR signal
which is specific to the DR Event. The nature of the
information in the DR signal varies widely depending upon
the DR program. In some cases the DR signals contains
business level information such as the following:

e Prices
e Shedlevels
e Gridreliability related information
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e Baselines

In other cases the DR signal may contain information that is
related to controlling loads such as:

e Specific device commands such as a command to
turn on or off a specific device in the facility

e Genegadlized device state information such as
temperature set points for HVAC systems.

e Dedsred facility state information such as “low
occupancy mode”

This paper is focused on so called Automated DR and
therefore by definition the DR signals that are sent out by
the Utility/ISO are utilized by machines that enable the
response to the DR signalsto occur in an automated fashion.

Ultimately it is the loads within the facility that are affected
during DR Events, but the individual facilities are not the
only parties that may utilize DR signals and act on them. In
some cases there may be third party intermediaries (e.g.
Aggregators) that may play arolein consuming a DR signal
and determining how a facility responds to it. There are a
number of possible such intermediaries that may play arole
in this process and these will be covered in more detail in a
subsequent section of this paper.

Regardless of whether the individual facility is consuming
the DR signal or some intermediary on their behalf, there is
a fundamental process which occurs that transforms the
business level information that originaly triggered the DR
Event into a set of load control commands that affect the
actual loads. Thisisdepicted in Figure 1.

Price &
Reliability.

Load Control
Signals (DR Logic - Commands =~ | Facility Load

Figure 1. DR Logic

—

Iy

Utility/\SO

The process of making this conversion is referred to as “DR
Logic’. A simple example of DR Logic may be the
implementation of arule such as:

If the electricity price is greater than $0.25 then set
thermostat from 72 to 78 °F and turn off lights in loading
dock.

The DR Logic may be simple as shown above or it may be
complex and include such things as pre-cooling before the
DR Event or possibly involve the modification of a complex
industrial process. In short, the DR Logic represents the
points in the system where business level information
related to a DR Event is converted into control level
information that can be used to control specific loads in a
facility.

This paper is focused on where this DR Logic resides and
how it effects interoperability. In general the DR Logic may
reside anywhere from the Ultility/ISO to a third party
intermediary to the facility and even the load itself.

It should be noted that for any DR program or dynamic
tariffs there are many potential interactions between the
Utility/ISO and the DR participants besides just
sending/receiving a DR signal. These interactions may
include the following:

e Collection of information prior to the DR event to
allow the Utility/ISO to predict the expected load
responseto a DR signal.

e Monitoring of loads during DR Events to
determine how participants are responding and to
insure that they are behaving as expected.

e Collection of information after the end of the DR
event to allow post mortem activities such as
financial settlement between the Utility/ISO and
the parties that participated in the DR event.

While each of the above described interactions are worthy
of consideration and may play a crucia role in any DR
program this paper only focuses on the delivery of DR
signals which is the one interaction that is shared by al
automated DR programs.

2. FACILITIESAND DR STRATEGIES

In general the term facility is used somewhat loosely and
refers to any location in which there are loads that may be
influenced by DR Events. These can include residential,
commercial and industrial facilities. Furthermore the
facilities may be as smple as a single building or as
complex as a campus with multiple buildings perhaps
controlled by a centralized control system. This paper
focuses more on commercia and industrial facilities where
there is a well established marketplace of control systems
that are already deployed and available to be used to control
loads for the purposes of automated DR. This does not
preclude the same principles and concepts presented in this
paper from being applied to the residential space.

A simple generalized diagram of a facility is shown in
Figure 2.
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Figure 2. Facility

Regardless of whether a facility is a single building or a
campus, for the purposes of this paper all facilities share the
following elements:

e Loads which may be controlled in some automated
fashion. These loads must have the ability to either
receive load control commands or a DR signd
directly. This implies that it has some means to
communicate as well as control the load.

e Metering which can be used to measure the
consumption of the facility.

e An Energy Management Control System (EMCS)
or agateway. Typically for larger commercial and
industrial facilities there is an existing control
system which utilizes some sort of centralized
controller that is networked to a variety of load
controls for the purpose of managing the operations
of the facility. The centralized controller can be
used as an EMCS for the purposes of DR and used
to implement the DR Logic. In some cases there
may simply be a gateway that allows DR signals or
load control commands from external sources to
reach the loads.

The types of loads that are used for the purposes of
responding to DR Events vary depending upon the type of
facility. In the case of commercia facilities it is typically
heating, ventilation or air-conditioning (HVAC) and
lighting loads while in the case of industrial facilities it

depends on the activities at the plant and can include
periphera equipment or primary process systems..

In addition to the loads being controlled, there is a so called
DR strategy that is employed for each facility. Strategies
vary widely depending upon the facility and range from
direct load shedding during the event to load shifting as is
used sometimes in the case of pre-cooling buildings. This
paper does not focus on the strategies themselves, but
instead focuses on the architecture for implementing the DR
Logic which embodies the strategies.

Figure 3 shows three different scenarios of where the DR
Logic is implemented with respect to the facility where the
loads are controlled.

In case 3a the DR Logic is encapsulated within the EMCS
system of the Fecility. This means that the DR signa
containing the business level information is trandated into
load control commands by the EMCS which are transmitted
to the various loads in the facility. The benefit of this
approach is that the EMCS can implement system wide
logic for the entire facility.

In scenario 3b there is a gateway that transmits the DR
signal containing the business level information directly to
the load which has a controller that implements the DR
Logic that translates the information in the Dr signal into a
device state. The down side of this approach is that there is
no centralized facility level DR Logic.

In scenario 3c the DR Logic is implemented at some entity
outside the facility like the Utility/ISO, or some
intermediary like an Aggregator. The DR Logic trandates
the business level information to load control commands
and transmits these to the facility.

The important thing to note in Figure 3 is that the nature of
the signals sent to the facility is dictated by where the DR
Logic is implemented. In cases 3a and 3b a DR signal
containing business level information (i.e. prices or shed
levels) may be sent to the facility while in the case of 3c
load control commands are sent. For the purposes of this
paper 3a and 3b are considered equivalent since they both
involve the same type of DR signal being sent to the facility.
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Figure 3c. DR Logic External to Facility

3. THIRD PARTY INTERMEDIARIES

There are a number of organizations that may send signals
to the facility and play arole, either directly or indirectly, in
how the loads within a facility are ultimately controlled in
response to a DR Event. Each of these parties are depicted
in Figure 4 and discussed in more detail below.

Utility/ISO ‘\
Faciltiy/Campus
Load
A

- EMCS/Gateway Load
= 4
Energy /
y /‘

Service
7
,/

Aggregator

Meter

duk

Company
(ESCO)

Facility
Manager

Figure 4. Facility Intermediaries

The categories of intermediaries are meant to highlight
differences between the type of business relationships the
intermediaries have with the Utility/ISO and the end use
facility. It is that relationship that dictates how the
intermediary will try to influence the load profiles of a
facility and thus where they may implement the DR Logic.
Each of the entities described below have different
motivations for controlling the loads within a facility and
thus may take different approaches in both how and where
the DR Logic for a facility is implemented. As we saw in
the previous section, this may have an impact on the nature
of the signals received by the facility. It should be noted that
the discussion below for each category of intermediary is
meant to give a prototypical scenario and is not meant to
imply that all intermediaries of that type operate in the
manner described.

3.1. Utility/1SO
The Utility/I SO is one example of an organization that is the
source of DR Event signals. In some DR programs the
Utility/I SO performs what is called Direct Load Control as
shown in Figure 5.

Faciltiy/Campus
Load

Utility/ISO Load
DR ||~ Control — ]

Logic Commands

Load
EMCS/Gateway

Meter

0

Figure 5. Utility/ISO Interaction with DR Logic in Utility/ISO
(Direct Load Control)

Direct Load Control essentially means that the DR Logic is
implemented at the Utility/ISO and DR signals are sent to
the facility which results in specific loads being controlled
in a fairly specific fashion. The advantages of Direct Load
Control are that it can result in a predictable response. The
down side is that there is little or no flexibility in the load
response and there is little or no customer choice in how the
facility responds. Furthermore even if there were a
standardized way to send load control signals to the facility
it would not alleviate the need for the Utility to maintain a
model for the loads in each facility and how they are to be
controlled. In order to make that feasible the Utility/ISO can
only deal with fairly simple and fixed types of loads.

A more flexible approach that alows a wider range of
facilities and loads to participate is for the Utility/ISO to
send a DR signal that contains business level information
(i.e. price or reliability information). These signals allow a
facility manager to choose how to implement the DR Logic
that determines how the loads will respond. Thisis depicted
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in Figure 6. The advantage of this approach is that the
Utility/ISO can publish the DR signals using business logic
that directly relates to the conditions on the grid that define
the DR Event period. Since it doesn't need to control
specific loads it can do this in a fairly standardized fashion
and alow the facility to decide how its loads will respond to
thisinformation.
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Figure 6. Utility/ISO Interaction with DR Logic in Facility

3.2. Aggregator

An Aggregator is a third party entity whose objective is to
aggregate the loads of multiple facilities from different
customers and have them behave as a single load to the
Utility/ISO as depicted in Figure 7. They can receive
standard business level DR signals from the Utility and then
implement some sort of aggregated DR Logic across al the
facilities in their portfolios. Since their objective is to
spread the DR response among several different facilitiesin
a manner which best suits their business objectives, it is not
necessarily in their best interest to ssimply pass on the DR
signal from the Utility/ISO directly on to their customers.
They may instead either pass on some modified form of the
general DR signa or in many cases perform direct load
control with their customers.
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Signals DR Logic ‘

DR Signals & EMCS/
Load Control Gateway Load

Commands | DR
|

Faciltiy/Campus
Load
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Figure 7. Aggregators

If the aggregator is performing direct load control then
clearly the signals they send to the facilities will not be the
same form as the DR signals they receive from the
Utility/ISO. On the other hand if they pass on price and
reliability signals much like they might receive from the
Utility/ISO then the DR signal sent to the facilities may

have the same form, but may differ in the content depending
upon how the aggregated DR Logic determines a specific
facility should respond.

3.3. Energy Service Company (ESCO)

ESCO’s provide a broad category of servicesto facilities, all
centered on managing some aspect of the energy
consumption of the facility. As shown in figure 8 they can
act as an intermediary to receive standard business level DR
signals from the Utility/ISO and use that information to
manage facilities energy consumption. Their objectives are
different from Aggregators in that they are more interested
in load shaping (or load management at an individual
facility while Aggregators are interested in delivering DR
across multiple facilities.. Because of this difference they
will either perform direct load control on the facilities or
simply pass on the DR signal that was received from the
Utility/ISO. It is unlikely they would modify the signal the
way an Aggregator might since they are not trying to
aggregate loads.

Faciltiy/Campus
ESCO

Price & DR Signals & EMCS/
i
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=
@
é

Figure 8. Energy Service Companies

3.4. Remote Facility Energy and Asset M anager

As shown in Figure 9 a Remote Facility Energy and Asset
Manager can be a remote owner or a third party controls or
service company that may be an intermediary between the
Utility/I SO and the facility.
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Figure 9. Remote Facility Energy and
Asset Managers

They manage operational aspects of a facility from a control
system point of view. Big box retail and chain businesses
with many geographically dispersed facilities will hire these
types of entities to manager all their facilities. Managing
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energy consumption would be one of the operational aspects
of a facility that would be under the responsibility of a
Facility Manager entity. They are focused on the response
of individua facilities and are typically not concerned with
aggregating loads.

They typically manage all the controls of a facility from a
centralized location and as such the nature of the signals
they would most likely send to the facility would be of the
form of load control commands. In this scenario the DR
Logic for a particular facility would therefore be
implemented at the Facility Manager site and not within the
facility.

4. ROLE OF STANDARDSFOR DR SIGNALS

From an industry wide interoperability perspective perhaps
the most desirable form of a DR signals are for the
Utility/ISO to publish a set of standardized signals that
contains business level information such as prices and
reliability information. A standardized DR signal of this
type can adlow al of the various participants and
intermediaries outlined in section 3 to utilize the DR signals
from any Utility/ISO. The fact that the DR signals contains
business level information as opposed to direct load control
commands allows for a wider range of participants to utilize
the signals and gives them more flexibility in determining
how they will respond. This is crucia in satisfying the
requirement for “customer choice” in DR programs.

An example of one such possible standard for this type of
DR signaling is that presented in the proposed OpenADR
standards under development by the Demand Response
Research Center of Lawrence Berkeley National
Laboratory.

As outlined in section 3.1 there is a need in some use cases
for the Utility/I SO to communicate standardized DR signals
directly to a facility. Therefore, there is aso a need for
EMCS/controls vendors to adopt a common DR signaling
standard so they may participate in these type of programs.

In many of the scenarios outlined in section 3 there are
legitimate use cases where it is necessary to perform direct
load control between the intermediary and the facility. In
those cases the DR Logic is implemented within the
intermediary and translated into the necessary load control
commands sent to the facility. It is also important to note
that in some cases the intermediary is not sending direct
load control commands, but instead sending the same type
of business level information that might be found in the DR
signal that was originally sent from the Utility/ISO. In these
cases the same DR signa standard that was used by the
Utility/ISO to originally publish the DR signa could be
used to send the DR signa to the facility by the
intermediary. This would alow the controls vendors to
leverage the same development money they spent to receive

the DR signals directly from the Utility/ISO to also receive
them from intermediaries.

It is dso important to note that in many cases the
Utility/1SO will pay facilities large sums of money to enable
them to participate in their DR programs and as such they
would like to make sure that they are not creating so called
stranded assets by enabling a proprietary infrastructure such
as might be used by an Aggregator.

Figure 10 shows an architecture wherein standardized DR
signals may be used in conjunction with the proprietary
infrastructures of various intermediaries. In essence the
objective is that whenever a facility is utilizing a DR signal
that contains the same type of business level information
that was originally published by the Utility/I SO they should
use the same standard that was used by the Utility/ISO for
the signals they publish regardless of whether that signal is
being sent to facility from the Utility/ISO or an
intermediary. This allows controls companies to build
products that can participate in the widest range of DR
programs and avoids stranded assets.
3 Party
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<
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Standard'Price & . e
< Standard Price & e =)

Utility/ISO

Reliability Signals Reliability Signals
w/ 3" Party
Extansions

Figure 10. Integrated Standardized
DR Signalling

It should be noted that this does not preclude the
intermediaries from implementing some sort of proprietary
signaling to satisfy their own business objectives and
technologies. The proposed OpenADR signaling standard
allows for just these sorts of proprietary extensions.

5. NATURE OF STANDARD DR SIGNALS

In this section we start with the assumption that the DR
Signals that are being consumed by the various participants
should contain business level information as opposed to
direct load control commands as described in previous
sections of this paper. This gives the maximum amount of
flexibility to the participants that are consuming the DR
signals. This type of information also better reflects the
conditions on the grid that caused the DR Event to occur.
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Furthermore since this paper focuses on Automated DR it
should be noted that the DR signals are consumed by other
computers, automation systems, and possibly end device
load controllers. That dictates that the DR signal satisfy the
following requirements:

e It should use standardized forms of representation
(i.,e. XML) to alow the widest range of existing
development tools to be used to program the
devices consuming the signals.

e The schema used to encode the information in the
DR signal should be simple enough to allow lower
end devicesto processit.

e The complexity of the information should be such
that smple rules can be devised by non-IT
professionals (i.e. facility managers) to allow the
DR Logic to be specified.

e The DR signal should be designed such that it can
be delivered using widely deployed networking
infrastructures such as IP networks and Web
Services. Where applicable it should also comply
with existing end device communications standards
such BACnet, OPC, oBIX, IETF, etc. This will
adlow for the widest range of end devices to
consume the DR signal.

e The DR signal should be designed so that it can be
delivered in a secure and non-repudiated fashion.

The above are cross cutting issues that define the constraints
on how the DR signal is represented, independent of the
type of information contained in the DR signal.

In general a standard DR signal should contain the
following categories of information:

1. DR Event information. This is the actual
business level information that is related to the DR
Event. As dready described, the nature of this
information is dependent upon the DR program and
how it is being managed and includes many
different types of information. In some cases it
may be prices and in other cases it may be shed
levels, among other things. A standardized DR
Signal needs to be able to accommodate the
different types of information that may be used.

2. Schedule of DR Event and businessinformation.
Thisis a date and time that specifies when the DR
Event is occurring and when the information
related to the DR Event is valid. It may be as
simple as a single calendar event or it may be a
more complicated schedule which specifies when
different pieces of information are valid. An
example might be a schedule of prices wherein

different time dots during the DR Event period
represent different prices.

3. Ancillary information. This is information that
may aid the DR Logic in determining how best to
respond to a DR Event. An example of this type of
information includes grid reliability, source of
energy (i.e. green power), etc.

4, Intermediary specific information. This allows
for third party intermediaries to embed information
within the DR signal that may be used to satisfy
their specific objectives as outlined above.

5. Simplified DR Event representation. Thisis an
aternative (i.e. simplified) representation of the
DR Event information that allows a wider range of
automation systems and load controllers to
consume DR Events and respond to them.

With regards to item 1, a standardized DR signal should be
harmonized with other standards (e.g. IEC 61850) that may
aso be standardizing the same types of information. An
example is price information for which there currently does
not exist a widely adopted standard, but when one is
designed it should be utilized.

With regard to item 2, it is commonly recognized that there
is a need for a standardized representation of schedules
other than for the purposes of DR. Standards such asiCAL
could play arole in defining the schedulesin DR signals.

With regard to item 4, this paper identifies legitimate
busi ness reasons why third party intermediaries may want to
control facilities in some proprietary fashion. Nonetheless
there are other use cases that reguire the facilities to receive
standardized DR signals directly from the Utility/ISO. Thus
the vendors of control systems may be faced with investing
development dollars into multiple means of receiving DR
signals. A rational approach to minimizing this problem is
to adopt standardized DR signals that everyone can adopt
while alowing for the signals to be augmented in some
fashion so that they can be used to satisfy the particular
needs of some third party intermediary.

With regard to item 5, the type and complexity of the
information sent as part of a DR signal can be quite varied
and complex. Although this will alow a wide range of
responses it also makes the task of consuming the DR signal
quite complex. This is difficult to do for most existing
automation systems and load controllers. Therefore also
having a smplified representation of the DR Event can
simplify the task of consuming the DR signals for these
devices. Work at the Demand Response Research Center
of Lawrence Berkeley Nationa Laboratory has
demonstrated that using a simple shed level representation
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such as “moderate” and “high” can be effectively used to
allow the controllers within facilities to respond to DR
Events without having to parse and interpret much more
complicated information such as price schedules. The more
complex information (i.e. prices) that are part of the DR
signal can be mapped to these simple levels prior to the
signal being sent to the facility. Having both a more
complex and simple representation of the information within
the DR signals allows the maximum range of devices and
systems to respond to the DR signal.

All the requirements given above formed the basis for the
specification of the DR signal in the proposed OpenADR
standard..
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Abstract

Many electric utilities are in the process of evaluating how
advancements in communications and information
management technologies can be applied to enhance the
operation and management of the power system
infrastructure.  This is the heart of the smart grid
development. These technologies provide the foundation
for many advanced applications that will make the grid
more efficient and reliable, as well as enabling a wide
range of customer services and benefits. The development
and application of communication and information
management technologies must be planned carefully based
on corporate objectives, business cases, and existing
infrastructure. This paper describes a roadmap process
that can be applied to optimize the deployment of smart
grid technologies using a structured process that has
proven very successful.

BACKGROUND

The power system of the future will incorporate advanced
monitoring and control systems that will improve operations
and system reliability. These advanced controls will integrate
applications from transmission energy management systems to
control of customer appliances and distributed generation.
There are substantial investments in the communications and
information infrastructures that will be needed to support this
smart grid. A structured roadmap development process can
help assure that the requirements of the future smart grid will
be met by the investments in an integrated grid
communications and information infrastructure.

The Intelligrid program at the Electric Power Research
Institute (EPRI) developed a structured methodology for
defining the requirements of advanced power system
applications and technologies that is now published as an IEC
Publicly Available Specification (PAS) [1]. The methodology
(Figure 1) involves the development of use cases for
applications that will help define the requirements for the
smart grid infrastructure. By combining the requirements of a
number of critical applications, overall requirements for the
infrastructure can be derived. The roadmap development
process involves developing the plans for migrating from the

existing infrastructure to the technologies and systems defined
using the methodology.

This methodology has been used with a number of utilities to
help define the requirements and infrastructure for the smart
grid and the roadmap for achieving the vision. Examples of
utilities that have used the process include Southern California
Edison, FirstEnergy, Salt River Project, Duke Energy,
Tennessee Valley Authority, New York Power Authority,
Entergy, Consumers Energy, EDF (France), and CEMIG
(Brazil). The result of these efforts is a foundation of use
cases and requirements that can support the entire industry in
the roadmap development process.
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Figure 1. Illustration of Intelligrid Methodology used to develop requirements
and specifications for the smart grid infrastructure.
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The following sections describe the roadmap development
process and also outlines for development of an information
repository for sharing of information related to use cases,
requirements, and smart grid technologies that can help other
utilities develop and refine their roadmaps for smart grid
development and deployment.

UTILITY STRUCTURE FOR DEVELOPING A SMART
GRID ROADMAP

The first step in the roadmap development process is to
establish an organizational structure that can provide support
for the process across all the different parts of the organization
that are impacted. This requires high level executive support
as well as technical resources throughout the company that are
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given time to coordinate on defining the system requirements.
One example of an organizational structure adopted is shown
in Figure 2. With this structure, cooperation and coordination
across the company helps assure the validity and completeness
of the requirements developed.

Executive Sponsors

Steering Committee
Directors and Managers that cut across company

1. Set vision and strategy

2. Champion studies, pilots and projects
3. Approve studies, pilots and projects
4. Maintain consistent methodology

5. Identify and address gaps

Technical Liaisons
Planning & Protection
Substation Design
Substation Maintenance
Distribution Dispatching
Distribution Operations
Transmission Operations
Regional Engr/ Ops
Technologies
Real Time Systems
IT Security
Corporate Security

Coordination / Technical Support Team
Team of individuals from different departments that are
given the time to contribute at a higher level

1. Evaluate studies, pilots and projects

2. Develop and implement analysis tools

3. Monitor and report status

4. Prepare periodic updates to upper management

5. Communicate strategy and study, pilot and project status to
interested utility departments

6. Support ongoing development and revision of roadmap in
coordination with internal and external resources

Figure 2. Example of sponsorship and coordination required to develop a
smart grid roadmap.

CHARACTERIZING THE SMART GRID
APPLICATIONS (USE CASES)

The smart grid infrastructure supports applications from the
transmission system to the consumer (Figure 3). This is the
reason that the organization to support the roadmap
development must cut across the entire organization. The next
step in the process involves defining critical applications that
can be used to derive the infrastructure requirements.
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T&D Operations
Operations

[ews | ows|[ me’|

Corporate Financial Apps and Systems

sap ERP
T&D Planning & Engineering

Distribution Management
L s H ows|[ mwm]

Customer Services

Enterprise Application
& Data Integration
(Common Information
Model and Integration

Power Procurement & Market Ops Bus)
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Scheduling
Communications Infrastructure

Resource
Dispatch
Automation

Figure 3. Implementation of Integrated Grid Communications and
Information systems to support automation at different levels of the system.
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Original use cases for a smart grid were developed by the
Intelligrid Architecture Project.  These use cases were
organized into six functional domains:

. Transmission operations

. Distribution operations

. Distributed energy resources

. Customer services

. Market operations
. Centralized generation

The use cases developed in the Intelligrid program can provide
a valuable starting point for individual utilities developing
requirements for their own smart grid infrastructure.
However, specific use cases that build on the vision,
applications, and existing system architecture and processes
are required to develop a utility-specific roadmap. Table 1 is
an example of the internal use cases developed by one utility
for their smart grid requirements development. These use
cases are selected by the team based on the following criteria:

e  Address the specific utility vision for a smart grid,

e Define the most architecturally significant
applications in terms of requirements.

e Have a high probability of being justified on the basis
of improving reliability, access to asset and customer
information, improved system performance and
efficiency.

TABLE |. EXAMPLE OF USE CASE SELECTION FOR SMART GRID
REQUIREMENTS DEVELOPMENT

1.Transmission Fault Location

2.PMU Data Collection and Management

3.System-Wide PQ Monitoring, Integration with Asset Management

Transmission

4.Asset Condition Monitoring (Advanced Sensors)

5.Real Time State Estimation

6.Distribution Fault Location

7.Distribution System Management with automated reconfiguration

Distribution

8.Distribution State Estimation (performance optimization)

9.Web-Based Energy Use Information for Customers

10.Real Time Pricing Information for Customers

Customer
Integration

11.Monitoring and Management of Distributed Resources

Each use case is documented using application descriptions,
definition of actors that are required for the application, and
message sequence diagrams that illustrate the information
flows and decisions associated with the application.
Information flow diagrams are developed to illustrate the
important relationships and these diagrams can be combined
for multiple use cases to illustrate the relationships across an
important part of the infrastructure. Figure 4 is an example for
the use cases associated with transmission operations.

EVALUATING TECHNOLOGIES FOR THE
COMMUNICATIONS AND INFORMATION
INFRASTRUCTURE

A key requirement for the roadmap is an evaluation of
technologies that will meet the requirements as defined from
the use cases. The technology assessment can be structured
using the concepts of service groups (Figure 5). The
concentric rings in the figure indicate more generic, shared or
common technologies toward the center, and more specialized,
project-specific or application-specific technologies toward
the outside.
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Fig, 4. Example of information flow diagram for transmission application use cases for one utility roadmap development.

When selecting technologies for the smart grid
infrastructure, we start at the center and work outwards.
Examples of technologies in each of these service groups
that are likely to be part of the smart grid reference design
are described briefly below.

Fig. 5. Concept of service groups for evaluating technologies that are
required for the smart grid..

e Core Networking — The Internet suite of protocols
are an example of the core protocols for basic

smart grid communications. They have advantages
in their low cost, widespread availability and
interoperability with a variety of networks and
devices including hardened substation compatible
switches and other network devices that support
current and future capabilities such as IEEE 1588.
Security — A variety of technologies are
commercially available for securing IP-based
networks. Key decisions in this area relate to
methods of securing wireless networks, and the
choice of Transport Layer Security (TLS) or IP
Security (IPsec).

Network Management — Leaders in this area
include Simple Network Management Protocol
(SNMP) and Common Management Information
Protocol (CMIP).

Data Structuring and Presentation — A number
of commercial computing technologies are
available that address this need, such as Extensible
Markup Language (XML) and HyperText Markup
Language (HTML). The key issue here will be
how to apply these technologies to the power
industry, using specialized schemas similar to IEC
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61850-6 Substation Configuration Language (SCL)
and new DNP Schema.

e Wide Area Network (WAN) Technologies — The
major competitors in this area are changing and
evolving rapidly, including SONET, ATM, Frame
Relay and MPLS. It is important to note that a
successful smart grid reference design will allow
devices to be implemented independently of WAN
technologies.

e Local Area Network (LAN) Technologies — A
good reference design should be independent of
LAN technology.  Different portions of the
infrastructure may implement different LAN
technologies. Copper and fiber Ethernet will likely
be implemented in substations with potential for
wireless  within the substation for select
applications.  For communications to feeders,
Multiple Access (MAS) radio, fiber, WiFi (IEEE
802.11a,b,g) and WiMax (IEEE 802.16 ) are the
candidate technologies. For AMI communications
PLC, BPL, Wireless, WiFi and WiMax are the
candidate technologies for point to multi-point
configurations. Meshed peer to peer networks also
offer significant potential. For mobile workforce
leased cellular (4G), WiFi and WiMax are the
leading technologies.

e Power System Operations — The best choice in
this area will likely depend on which technology a
particular utility has already installed. The leading
substation and Telecontrol (SCADA) protocol
suites include DNP3, IEC 60870, IEC 61850, and
the Common Information Model (CIM). The
leading phasor measurement communications
protocol is IEEE C37.118-2005. Event record
formats should be in IEEE COMTRADE. Power
quality record formats should utilize PQDIF (IEEE
1159.3).

DEFINING THE COMMUNICATION AND
INFORMATION ARCHITECTURE

The technologies for the smart grid will be selected as part
of an informed decision making process that starts with
determining the overall system architecture. Figure 6 is an
example of an architecture that provides a structure for
support of communications and information management
down to the substation level. The substation can then be the
gateway for distribution system applications. Expansion of
the architecture to address advanced metering, demand
response, and distributed resource integration can be
accomplished in a variety of different ways and is a very
important part of the roadmap development.

( Enterprise Information Bus

‘Generc Interface Defintion

ssssssss

61850-CIM
Translator

Real Time Operations Bus

D
N
ation Authorization Proxy and WAN Auditing Transtation
Gateway 249,
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A
\_ Wide Area Network )
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Gateway

Substation LAN
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XFMRs
Rolays

Substation Security Perimiter
\ 4 J

Fig. 6. Example of communication and information architecture to support
applications down to the substation level.

MIGRATION PATH FOR THE SMART GRID
IMPLEMENTATION

The final step of the roadmap is defining the migration
strategy for actually implementing the recommended
technologies and infrastructure to support smart grid
applications.  This process depends on legacy systems,
cost/benefit assessments for the particular applications, and
the infrastructure requirements to support the applications.
A general approach is to define projects that will facilitate
ongoing technology assessments within the guidelines of the
overall smart grid reference design. The outputs of these
projects will help refine the benefit propositions for the
applications and provide better estimates of the costs and
requirements for more widespread deployment.

A general flow of implementation that is likely for many
systems is shown in Figure 7. It illustrates building out the
infrastructure to successively lower levels of the system.
However it is important to consider the requirements for
applications all the way to the consumer (advanced
metering, distributed resource integration, demand response)
because these applications have implications for the entire
infrastructure and there may be possibilities for common use
of the infrastructure for a variety of different applications.
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Fig. 7. Implementation of Integrated Grid Communications and

Information systems to support automation at different levels of the system.

SUMMARY AND CONCLUSIONS

Many utilities are developing a vision for the development
of the future smart grid. The vision involves an integrated
communications and information system infrastructure that
supports a wide variety of intelligent applications from asset
management to power system operations.  With the
tremendous investment involved in accomplishing this
vision, it is critical that a structured approach for defining
the infrastructure requirements and the technologies is used.
The Intelligrid Methodology provides a foundation for this
process and the combined efforts of many utilities to derive
requirements from a common base of use cases can help
assure that the technologies being deployed are based on
industry standards that will have long term support. With a
set of common requirements and technologies, each utility
can develop implementation plans based on specific
priorities, existing systems, and cost/benefit assessments

REFERENCES
[1] “Intelligrid Methodology for Developing Requirements for Energy
Systems”, IEC Publicly Available Specification (PAS), 2007..
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Abstract

Strong growth in Australia’s electricity demand is resulting
in increasing numbers of constrained network distribution
areas. While the traditional solution has been to build
additional generation, transmission and distribution
infrastructure, there is increasing interest in solving these
problems from the demand side. Such solutions include the
use of distributed renewable energy systems, cogeneration
and load (demand) response schemes.

This paper introduces CSIRO’s work on the demand side of
the electricity grid, coordinating large numbers of small-
scale generation systems.

1. INTRODUCTION

There is a growing interest around the world in the benefits
available from more involved control of the demand side of
electricity networks. Essentially, by coordinating the
responses of the many small generators or loads operating in
the electricity network, system-wide gains can be realised.
For business operators, the benefits here can include better
network utilisation, more accurate control of loads, and
improved response to system outages.

Recently, there has been a significant amount of media
attention focussing on what is a perceived electricity supply
problem in parts of Australia, and indeed many other parts
of the world - in short, with aging network infrastructure, a
growing peak electricity demand from loads such as air-
conditioners, and ever increasing base-load energy
consumption, electricity generation and distribution systems
are being seen as unable to cope with the demand placed on
them. Whilst the traditional solution to such issues has been
to build more supply infrastructure, there is an increasing
interest in solving these problems from the demand side. For
example, consider the peak-load growth issue - addressing
this through supply-side augmentation is an incredibly
inefficient approach - whilst peak loads can be double the
average base load on a network, they often occur for only a
few days per year.

In addition to supply and distribution issues, countries like
Australia trade electricity in a relatively volatile energy
market, where the price for a unit of electricity can vary
from $10 per megawatt-hour, to $10 000 per megawatt-
hour, in the space of a few minutes. Such volatility
represents a significant risk to electricity retailers, who
spend significant amounts of money on financial
instruments to manage such risk.

In using demand-side solutions to address these problems,
we expect the organisations that will benefit most from such
solutions (electricity distributors and retailers) to pass such
financial benefits on to the end-user. Such concepts are
relatively immature in Australia, but are enjoying growing
acceptance throughout the world. For example, energy
policy in the United States now states that demand-side
measures must be actively encouraged [1]. Such policy has
been a catalyst for many new businesses in the US market-
from energy services organisations who will manage DE
plant for a business, to manufacturers of new, clean,
embedded generation technology.

In Europe, the International Energy Agency has several
demand-side programmes ongoing [2], and embedded
generation solutions are enjoying particular growth because
of the efficiency improvements possible in cold climates
using combined heat and power technologies. Closer to
home, two recent Australian programmes have
demonstrated the real-world benefits of DE in Australia:

In Western Australia, Western Power’s “Peak Demand
Saver” programme used demand-side measures to
significantly reduce summer peak demand. Western Power
invited customers to join a programme where they would be
called a number of hours before a peak demand event, and
invited to either shed load or activate backup generation
systems. In return for their response, customers were paid to
be available for call-up, and enjoyed significant financial
rewards if they did actually shed load or activate generators.
With a mix of generation from backup systems and load
shed from industrial customers, Western Power were able to
obtain close to 40 MW of response, with at least 1 hour of
notice given to customers before a response was required.

C-42



The Australian National Electricity Market management
authority, NEMMCO had 375MW of standby capacity
across the entire east coast of Australia during the summer
of 2005/2006. Participants in this programme were also paid
availability, pre-activation and usage components, and
asked to provide reserve response ranging from 1 hour per
day to 15 hours per day, with varying limits on the total
hours of usage. Participants in the NEMMCO programme
included individual (relatively large) industrial clients (the
smallest response was 15SMW), as well as an aggregation
business, who effectively sub-contracted much smaller
clients to provide their own response, which was then
combined into an aggregate of up to 125MW for
presentation to NEMMCO.

For the moment, if we just consider the embedded
generation aspect of DE, a recent study by the New South
Wales Department of Energy, Utilities and Sustainability
(DEUS) found over 332 MW of standby generation
capability in the Sydney CBD area [3]. Such generation can
play a significant part in addressing the electricity industry
issues discussed above- embedded generation can be used to
supply local demand, easing the demand on constrained
distribution networks, and electricity retailers can use
embedded generation to gain some firmness in their system
loads, thereby reducing their exposure to volatile market
prices. Whilst standby generation is usually based on fossil
fuel sources, these can be relatively efficient if they are
based on co- or tri- generation techniques. If we consider the
growing amount of renewable generation sources in modern
electricity networks, the total generation capacity here is
even greater.

Considering another case, in a 2004-2005 study of the
customers connected to the Revesby substation [4-5] near
Bankstown, Sydney, the local utility EnergyAustralia
identified a local customer who owned a 3.2MW emergency
power supply that could be used for demand management.
They estimated that a fully costed first year of operation,
using the previously standalone generators in a grid
connected configuration would cost (2005) $347,000. With
essentially an on-going availability of the generator for
demand management (but a local override available for
customer emergency use), EnergyAustralia estimated an
annual customer income of $90,000. Standby generator
warranties are typically available for 5 and 10 years [6],
implying an average expected lifetime exceeding these
durations. The identified emergency power supply hence
gained an expected net present value for the consumer of
over $420,000. EnergyAustralia was to assume $230,000 of
the up front costs of the emergency power supply upgrade
by using future income from other customers corresponding
to the generators in operation to pay it off. This results in a
potential of up to $650,000 net present worth for the
customer.

Whilst cases such as the Revesby Substation and
NEMMCQO’s programmes have demonstrated the business
case of DE techniques in Australia, and that the general
concept is enjoying growing acceptance in the marketplace,
a number of technical issues remain before backup
generators can play a significant part in Australia’s
electricity network. These are outlined in the following
section.

2. IMPROVED CONTROL OF LOADSAND
GENERATORS

One of the fundamental challenges around introducing large
amounts of distributed generation into an electricity network
is how to control large sets of dispersed, often technically
varying, generation. Before describing our most recent
techniques for the control of loads and generators in the
electricity network, it is worthwhile first reviewing what the
characteristics of an optimal control system are.

As introduced above, one of the first measures of success
for a control system managing large numbers of small loads
and generators is its scalability- how well a given technique
can cope when the number of devices under control
increases arbitrarily. Importantly, in parallel with any
consideration of the system’s scalability must be an
awareness of the system’s depth of control- whilst a simple
broadcast based control system may be highly scalable, such
shallow consideration of the implications of control will
significantly limit uptake of such a simple system. For
example, consider a simple control system that broadcasts a
“turn on” command to large numbers of generators. Without
consideration of the operating parameters of those
generators- for example, whether sufficient fuel is available
for the generator to provide the desired quantity of energy,
the system will never reach the desired reliability. Thus, not
only is scalability important, but the control technique must
have a reasonable depth of control- it should consider local
device constraints such as fuel availability, cost of supply,
and so on.

Whilst a firmness of response is necessary in a well
performing control system, this firmness should continue
through changing system conditions- so the control system
should be dynamic and responsive. Additionally, the
optimal control system should be robust against attack or
failure- there should be no single point whose failure will
jeopardise the operation of the entire system.

Given these desires- a system that provides firmness, yet
considers local device constraints, is scalable and can
respond dynamically to network conditions, many
researchers are trending away from the more traditional
control techniques used in electricity systems. Such
centralised control systems, where a large central
controlling entity makes decisions and communicates these
to the wider network, are increasingly being pushed to their
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limits [7]. The growing complexity of control needed,
particularly when faced with the large, diverse range of
devices operating at the demand side of the network, means
that centralised control systems are facing significant
challenges of reliability and scalability [7], [8]. Given these
limitations, the research community is trending towards new
approaches to the control of electricity networks, based on
distributed, learning systems.

3. AGGREGATION OF DISTRIBUTED
GENERATION

The key limitation that prevents distributed energy sources
such as backup generators, solar and wind actively
contributing to the robustness and reliability of the
electricity network is their intermittency- the energy
available from a particular source at any one time can vary
quite significantly. This intermittency means that it is quite
difficult to make a distributed generation (particularly
renewable) energy system dispatchable, which is needed for
it to participate in time varying energy markets such as the
NEM.

If we consider one particular type of distributed generation,
small-scale solar photovoltaic (PV) systems, these can be
seen to be even more challenged- not only are they time
varying sources of energy, but the net quantity of energy
actually available from such systems is so small that it is
generally not of any interest to electricity market
participants.

The aim of our generation control work is to combine a
large number of geographically disperse and technically
diverse small scale distributed generators in a way that will
allow them to present to the electricity market as a single
reliable dispatchable entity. The output of distributed
generation technologies is often dependant on local
environmental conditions, so it is only through advanced
forecasting, communications and control that these
resources can collectively provide a firm, dispatchable
generation capacity to a participant on the electricity market.

3.1. TheBasic Concept
Rather than one relatively expensive, centralised generation
plant, our work is based on aggregating the electrical
contribution possible from a large number of smaller energy
generation and storage systems. This may comprise roof-
mounted solar photovoltaic panels, and associated grid-
connected battery systems, or larger “dark-green” fossil-fuel
powered efficient generators.

These individual systems are then aggregated together, to
form one coordinated response, of benefit to the wider
electricity network. This source of generation is expected to

have a number of advantages over the more common
centralised plant traditionally used:

e It is based on highly efficient fossil fuel generation
sources, or renewable energy technology, so has
reduced emissions compared to many types of
centralized generation.

e Being distributed, there is no central point of failure-
fundamentally, the system is much more reliable and
fault tolerant than one single generating plant.

e The concept increases the functionality achievable from
multiple dispersed generation systems- so rather than
requiring the construction of entirely new plant, we are
able to take advantage of existing generation systems.

e The system operates at a very low level of the
electricity distribution system, so can be used to meet
highly localised system issues- transmission failures in
one particular street for example.

3.2. Implementing the Virtual Power Station

We’ve recently completed a demonstration of our
distributed generation control system. The deployment
consists of eight sites, two of which include both
photovoltaics (around 1kW peak each) and energy storage
(in the form of deep cycle lead acid batteries) which is
controlled with a grid connected interactive charger/inverter.
The remaining six sites have photovoltaics but no energy
storage. A typical hardware installation for a photovoltaic
only site is shown in Fig. 1.

Our control system links the dispersed renewable energy
generator and storage sites through a web-based
communication network. Each discrete generator and
storage system is fitted with a small, relatively cheap
embedded computing platform which interfaces to the
inverter to obtain PV generation output data and to provide
battery charge/discharge and grid feed instructions. Each of
the sites is linked back to our central controller with an
Internet Protocol based communications system. The central
controller determines the individual inverter setpoints and
broadcasts these control decisions out to the sites.

The central controller is implemented on a web server. The
server has a web front end that allows users to easily view
both real-time and historic system performance information.
See Fig. 2 for a screenshot of this system.
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Fig. 1: Typical hardware installation for a photovoltaic only site —
consisting of 3kW peak PV, inverter and embedded controller with
wi-fi communications.

Fig. 2: Page from the generator control website that provides a
quick overview of the status of sites.

4. OPERATIONAL EXPERIENCE

Having constructed the core system, our technical
experiments with our generation control system have just
started, and we look forward to reporting on these soon. In
addition to the obvious technical aspects of the system, there
have been some interesting social and reliability aspects to
the project. The key aim of this work is to improve the value
of distributed generation in the electricity network. The
management interface website allows individuals to easily
see their contribution to the system - the opportunity to be
part of this ‘generation community’ has already gained

significant  interest ~with  individuals, = community
organisations and eco-developers. There is an additional
reliability benefit here in that the web-based monitoring of
the generation systems allows system problems to be
quickly identified. In our experience with 120kW of PV
installed at the CSIRO Energy Centre, at times we have seen
up to 20% of this capacity not functional. Energy Australia
experienced a similar situation with their investigation of
the Kogarah Town Square 160kW PV system, where
between 20-39% of inverters were not-functional at
different times throughout the trial [9]. The ability to
identify these problems quickly is crucial to having
renewables reach their full potential. Fig. 3 shows a typical
web page for an individual (PV only) generator.

5. CONCLUSION

Distributed generation systems are being rolled out in
electricity networks across the world as a way of reducing
greenhouse gas emissions, dealing with peak loads and
improving network reliability. Whilst it is certainly
encouraging to see these systems and the benefits they
bring, the control of such systems to realise global benefits
remains a considerable challenge.

This paper introduces our work on the optimal control of
demand side resources such distributed generation plant.
Our control techniques are based around aggregating large
numbers of dispersed generation sites so that they appear to
the wider electricity system as one large, dispatchable and
reliable generation plant.

Having demonstrated the basic infrastructure to achieve
such a goal, our technical experiments with this system have
just started, and we look forward to reporting on these in
greater detail soon.
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Fig. 3: Web interface for a typical PV generator in the system.
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Abstract

Utilities across North America are investing tens of millions
of dollarsin implementing the Advanced Metering
Infrastructure (AMI) and the Smart Grid technology and
solutions. Key concerns remain about the stability and
meaturity of solutions being offered in the market today. As
utilities solidify their visions on Smart Grid and as

technol ogies advance to address the market needs, AMI
solutions will continue to evolve and consolidate at a rapid
pace. Asaresult, utilities need to be confident about moving
forward with Smart Grid investments and not be stranded by
costly and proprietary technol ogies as they choose to
implement the core of an AMI solution.

This paper addresses the need for an open and interoperable
AMI integration solution that is based on industry best
practice integration architecture frameworks and standards.
Such a solution would enable a utility to implement AMI
incrementally and in alignment with business priorities and
available industry solutions, within an interoperable
framework. While standards such as |EC 61968-9 and

Multi Speak provide necessary components for open AMI

integration solution, not all the pieces are available from a
single standard. A detailed approach has been developed to
address both the technical and semantic interoperability
needs of an open AMI integration solution. This approach
includes key architectural designs such as integration
requirements analysis for service identification, service
patterns, semantic models, integration schema design
patterns, and mapping to standards for compliance and
openness.

Authors will share Consumers Energy’ s endeavor to
develop and implement such an approach, with the goal of
collaborating with key vendors and utilities to drive de facto
implementation of desired standards. Ultimately, this
approach will enable utilities to reduce both risk of
implementation and cost of ownership, and increase their
flexibility in building out the Smart Grid capability as
technologies evolve.
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1. MARKET NEEDS

1.1. Utility Business Drivers

Consumers Energy has several high-level goals that drive
the enterprise, and the AMI investment supports these goals
in a number of ways. Consumers Energy believes that an
AMI system provides the foundation for the Smart Grid; so
while the Smart Grid is not being built yet, it is anticipated
that the communication infrastructure that is deployed to
support AMI will be leveraged as Smart Grid technologies
are deployed, see Figure 1. The high-level business

strategies are:
e Leverage business environment knowledge
e Ensure efficient and effective operations

Develop a safe and skilled work force
Deliver what customers and regulators value
Manage risk and capitalize on change
Consistently achieve financial results

Vision of the Future:
AMR to AMI to Smart Grid

AMI Capability+

Remote detection

Customer
Voltage
Measurement

AMR Capability+

Central and distributed analysis|

Correction of disturbances,
on the grid

AMR

Customer
Outage
Detection

Automated
Meter Reads

Optimizes grid assets
Load Control

Theft ID  Hourly
Remote
Meter Remote Meter
Reads Programming

Figure 1: AMI, A Foundation for Smart Grid

Leverage business environment knowledge

Any significant technological advance has both
competence-enhancing and competence-changing
components. AMI includes competence-changing aspects
such as the knowledge associated with manually reading a
meter.  Competence-enhancing  components  include
leveraging the meter and grid performance expertise of
engineers, the ability of the company to analyze where
outages are occurring, and the ability of the company to
leverage its investment in updated information systems to
enable new business processes.

Load Profilin
AMI

Remote TFTN

New Rate
Design

Price Signals
sent to Customer

Demand Response

Ensure efficient and effective operations

The AMI system will facilitate efficient and effective
operations in several ways: eliminating the operations and
maintenance (O&M) expenses related to meter reading by
automating this function; reducing the number of visitsto a
premise associated with a meter by automating the turn-
on/turn-off function; reducing theft by indicating when
someone is tampering with a meter; and automatically
reporting consumption for al meters connected to the
network, thereby reducing the number of “lost” meters.
Smart meters will alow the capture of distribution
information that may enable analysis to help prevent
distribution failures before they occur. The AMI system
will also facilitate quick localization where outages have
occurred.

Develop a safe and skilled work force

AMI will eliminate the need for Consumers Energy to
manually read meters with meter readers. The company
does not know what the outcome will be for the current
meter readers as it is dependent on what internal
job opportunities are available at that time. The
AMI system deployment will reduce or eliminate
the “foot-miles’ traveled, reducing the
company’s exposure to safety issues related to
meter reading, such as dip, trips and falls and
dogs bites. The ability to do a remote disconnect
of an electric meter will also eliminate the need
for an employee to visit a potentially hostile
premise.

Deliver what customers and regulators value
Michigan's 21st Century Energy Plan and the
Energy Policy Act of 2005 have caled for
utilities to enable greater energy efficiency and
demand response systems. AMI is an enabler of
demand response by communicating time-of-use
(TOU) rates to the meter, facilitating the ability
of consumers to make informed decisions about
their usage. TOU will aso alow easy
customization service offerings for all classes of customers.
Reducing the turnaround time associated with turn-on/turn-
off by performing this task remotely, arming the consumers
with information, along with the ability of the utility to
improve reliability and responding more quickly to outages,
will increase customer satisfaction.

Manage risk and capitalize on change

AMI incorporates several leading-edge technologies.
Utilities must be careful when making technology choices,
especialy considering a smart meter may be deployed for at
least 15 years. Consumers Energy has been working with
industry  thought leaders and leading vendors, and
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“borrowing the brains’ of other utilities that are in similar
places within the AMI implementation life cycle to manage
the risk with its AMI deployment. Consumers Energy is
being very thoughtful in the assessment phase to carefully
consider each technology component. Because AMI will
fundamentally change how Consumers
Energy does its business, consideration is
being given on how to best capitalize on
this change and best manage the
relationship ~ with  the  company’s (Pragmatics)
customers and regulators.

Consistently achieve financial results
The AMI investment presents
opportunities for Consumers Energy to
better achieve its financia goals. The idea
is that an investment in AMI uses capital
to reduce O&M expenses. Some of these
O&M reductions were noted previoudly.
The capital investment used to fund AMI
is expected to be recovered through a rate
case. Rate recovery will contribute to the
utility’s ability to realize its authorized
return on equity.

(Semantics)

Technical
(Syntax)

1.2. Information Technology Trends

While the utility industry is going through tremendous
changes due to increasing demand and higher energy prices,
the information technology industry continues to mature
with regard to technologies for systems integration and
information management. Most notable are the technology
solutions that deliver Service-Oriented Architecture (SOA)
and Enterprise Information Management (EIM) capabilities,
allowing enterprises to improve system interoperability and
manage and leverage information more consistently and
intelligently. The evolution of web technologies from
yesterday’s hyperlinks to tomorrow’s Semantic Web has
brought us semantic integration technologies that are aimed
for semantic interoperability. The technologies that deliver
SOA, EIM and Semantic Integration are advancing and
maturing rapidly, and are ready for the utility AMI and
Smart Grid initiatives to take advantage of.

1.3. GridWise Interoperability Framework

The GridWise Architecture Council recognized the
importance and need for developing and promoting an
interoperability framework that will facilitate the
development of open and interoperable AMI and Smart Grid
solutions. As the result, it published an Interoperability
Context-Setting Framework, see Figure 2.

This framework calls for addressing interoperability at three
levels — Technical, Informational, and Organizational — as
well as cross-cutting issues such as “Share of Meaning of
Content,” etc. Such a comprehensive framework is both

Organizational

Informational

necessary and useful as vendors and utilities work together
to move forward with the vision of the intelligent utility of
future.

Political and Economic \
Objactivas as Embodied in \I\

8: Economic/Regulatory Policy Folicy and Regulation \ E
Stratecic and Tactcal Y"
1S 7: Business Objectives Ehiectvocihared \
between Businesses \
|
’ Alignment between \'.
i 1 Cperational Business |
6: Business Procedures Processes and Proceduras \'\I
{ Relevant Business Knowledgs \ 1
5: Business Context y
W Pracess Workflow

et Apolies Semantics with El\#' |

N |
Unclerstancing of Concepts l\
Contained in the Massaoe 4

W Data Structures i\

4: Semantic Understanding

|ndlerstanci ng of Data Structurs 1)

{ \
[ 3: Syntactic Interoperability 1 g'énmﬁzaagzgtgﬁengec' \ \

\
Exvrchance Messages betveen \\

2: Metwork Interope rability j %E{Tif’;;ﬁiﬁ@ 1\‘]

Machanismm o Establish I

1: Basic Connectivity j Physical and Logical \
Connectivity of Systems

Figure 2: GridWise | nteroperability Framework

The approach developed as part of the Consumers Energy
AMI program addresses the Informational level of the
interoperability framework and how the consistent
semantics can be used to drive the Syntactic Interoperability
using Service-Oriented Architecture technologies.

2. AN OPEN AND INTEROPERABLE AMI
INTEGRATION SOLUTION

2.1. Main Objectives

Before considering the objective of an open, interoperable
integration standard, an environment needed to exist that
fostered this desired end state. Severa factors contributed
to this environment. Some of the impetus for the move to
AMI was the Energy Policy Act of 2005 and, in Michigan,
the 21st Century Energy Plan that outlined the need to
reduce peak energy demand requirements. These actions
created a favorable legidative environment that encouraged
the type of capital investment that would be required to
develop an AMI system. A favorable technology
environment at the utility needed to exist aswell. As part of
significant investment in its business systems, Consumers
Energy migrated numerous legacy systems into a single
comprehensive enterprise application. The result of this
migration was the removal of many point-to-point interfaces
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that would have made integration to an AMI system more
complicated and costly. Finally, the metering technology
that was available to support AMI systems matured to the
point that AMI systems were now practical. These three
forces created the perfect storm of events that led to a
decision to invest in an AMI system.

Once a decison had been made to make the AMI
investment, thoughts could then be turned to the nature of
that investment. An examination of the offeringsin the AMI
market revealed a mix of communication technologies,
including some vendors with proprietary interfaces or
vendors that had replicated back-office systems in their
metering databases. Having recently migrated legacy
systems into a comprehensive enterprise application, there
was no desire to create another application silo. One of the
lessons learned from that legacy migration was that open,
interoperable interfaces reduce the implementation costs and
facilitate an environment that is more agile compared to
point-to-point or proprietary systems.

2.2. TheApproach Overview

I ntroduction
Utilities have realized the need to invest in communication
networks infrastructure and IT
technology infrastructure for integration
and data management. Without a shared
understanding of how different systems’
data is structured and expressed,
however, the technology infrastructure
will crumble to its knees due to massive
amounts of  point-to-point  data
trandations. The only way to scale the
integration platforms to meet the future
demand for process integration and
business intelligence needs is to ensure
that the data flowing through the
various integration platforms have the
same business semantics. They make
the same sense for all systems and
people that consume them without
duplicating effort for trandation and
interpretation; as such effort at
individual  levels  will inevitably

Tactical— — — — — ®  Strategic

Data

Management

Level One: Ability to integrate and alow access of data

from applications, but still confined within business units
and domains. No enterprise view and consistency.

Point-to-point integration
Application-driven data marts and business
intelligence

e Duplicate and overlapping data,
infrastructure, etc.

information,

Level Two: Ability to manage both data and information
(meaning of data) with common governance and
infrastructure for consistent, accurate, and on-demand needs
of information to drive improved operations.

e Enterprise strategy and governance for managing
data as assets

e Business semantic and metadata management
e Consistent integration and information
management platforms

e Ability to obtain data and information when it is
needed with trust

2 Ability to obtain business
intelligence both real time and
none real time with integration
of utility operational
technology and information
technology to enable Smart
Grid and Intelligent Utility
operations.

Intelligent
Enterprise

Ability to manage both data
and information (meaning of
data) with common governance
and infrastructure for
consistent, accurate and on-
demand needs of information
to drive improved operations.

Information
Management

Ability to integrate and allow
for access of data from
applications, but still confined
within business units and
domains. No enterprise view
and consistency.

increase cost and opportunity for errors.

To help utilities understand where they

are and where they want to go, a simple Intelligent Utility
Information Management Maturity Model, see Figure 3, is
developed to guide the decision-making process as to where
to invest utilities valued information technology and
operational technology dollars.

Integrated
Figure 3: Intelligent Utility EIM Maturity Model

Level Three: Ability to obtain business intelligence in both
real-time and none real-time with integration of utility
operational technology and information technology to
enable Smart Grid and Intelligent Utility operations.
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e Ability to derive intelligence from many sources of
data and information to drive and optimize
operations

e Ability to adapt to new business requirements and
operational needs with different data/information

While some utilities are till trying to get from Level Oneto
Level Two, others are poised to take on the challenges of
establishing the strong foundation of EIM and leveraging
their SOA investments to move toward an Intelligent
Enterprise, see Reference 1. SOA and EIM have been
adopted by Consumers Energy’s AMI program to achieve
an interoperable AMI solution that combines industry
standards and common practices. As one of the best
practices in enterprise integration, SOA provides consistent,
reusable, scalable and extensible business integration
solutions. EIM  provides necessary  governance,
methodology and technologies to develop common
informational models (i.e., integration canonical models
used to develop services that achieve both technical and
semantic interoperability).  Another key consideration for
developing the approach to deliver an open and
interoperable AMI integration solution is the GridWise
Interoperability Context-Setting Framework. The project
focuses on addressing the Informational level of the
interoperability framework and determining how the
consistent semantics can be used to drive the syntactic
interoperability using Service-Oriented  Architecture
technologies.

The approach to developing an open and

interoperable AMI solution development
includes the following key components:

e A structured approach for High
analysisand design using model- o
driven methodology for
consistent business semantics
and leveraging industry standards \
such as1EC CIM and (
Multi Speak, which drive toward
semantic interoperability. Detail

e A set of service-oriented ;i\gle'ysis 4
integration patterns and web Besign
services standards to drive
technical interoperability. \

p
Model-Driven Services Analysis and
Desi gn Implemen- <
There are two main stepsinvolved in tation
Consumers Energy’s AMI solution L

development: high-level analysis and
detail level analysis and design, see Figure 4.

In high-level analysis, atop-down approach is followed with
the major steps listed below and illustrated in the diagram:
e Develop To-Be business process models for AMI
e Review To-Be business processes and conduct gap
analysis by utilizing industry standards
e I|dentify integration requirements (services and
information objects) in a context of business
process
e Normalize services and information objects for
detail design

Business processes provide a collection of activities across
multiple systems and applications. They are essential for
identifying integration requirements (services and
information objects) from business perspective. Data flows
captured in a business process often indicate integration
lines.

Multiple industry standards such as |EC CIM and

Multi Speak are used as a basis for developing interoperable
AMI solutions. Logical mapping from business processes to
the standards is conducted to align Consumers Energy’s
busi ness needs with existing industry common practices.

The outcomes of the High-Level Analysis provide the
Business Context (see the GridWise Interoperability
Framework) within which integration services function.
Thisiscritical for an open and interoperable AMI solution
to be adopted by multiple utilities and vendors.

Business
Processes

Integration
Requirements

Normalized Business
Services and
Information Objects

Enterprise Semantic
Modeling

Integration
Services
Design Artifacts

Implementation
of Integration
Services

Figure 4: Model-Driven Services Analysis and Design
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Based on data flows between systems and applications,
information objects can be identified with a collection of
entities and properties unique to a business context. With
multiple business processes, it is possible that an
information object isidentified in another business process
or overlapped with other information objects. Therefore, it
iscritical to have a normalization process that defines
objects at a certain level of granularity based on business
needs.

The normalization process can help define arelatively
accurate scope of the detail design phase with alist of
common services and information objects that need to be
constructed.

In the detail design phase, a combination of top-down and
bottom-up approaches is employed. The stepsinvolved are
asfollows:

e Review identified data requirements (services and
information objects)

e Develop Consumers Energy Enterprise Semantic
Model (ESM) for AMI with business context for
each integration scenarios.

e Deliverablein XML schemas andWeb Service
Definition Languages (WSDLSs)

The outcomes of the Detail Level Analysis provide the
Semantic Understanding (see the GridWise Interoperability
Framework) upon which all integration services design
artifacts will be based. Thisisalso critical for an open and
interoperable AMI solution to be adopted by multiple
utilities and vendors.

The goal of the detail design isto provide sustainable
implementation artifacts in terms of performance, reliability,
reusability, interoperability and so on. For this reason, the
identified services and information objects from high-level
gap analysis need to be examined carefully to avoid
unnecessary rework in the future as much as possible.
Implementation artifacts are delivered in the form of XML
schema (X SD) for information objects and WSDL for
endpoint service definition.

M odel-driven methodology is adopted for the detail design
process. Information objects are modeled in UML. The
objects modeled in UML come from the logical information
objects identified from high-level analysis (top-down), data
requirements from each systems/applications and industry
standards (bottom-up). After a data model is constructed,
generating design artifacts using Xtensible Solutions' MD3i
Framework is an automated process.

The inputs to the Consumers Energy ESM are the IEC CIM
and Multi Speak standards, which will ensure that
integration services and payload designed are going to be
compatible with the standards and can be promoted back to
the standard bodies for wide adoption. This also ensuresthe
openness of the solution from business process to services
identified and designed.

The success of the AMI solution development largely
depends on proper analysis, design, integration and testing.
The cycle of the high-level analysis and detail design
approach is not just one-way traffic. There can be many
project life cycle iterations to get a sustainable AMI solution
and achieve the best return on investment (ROI) for
Consumers Energy.

Service-Oriented I ntegration Patterns

Strategic initiatives, such as the AMI program, are moving
Consumers Energy in a direction toward adopting Service
Oriented Architecture in the enterprise. Consumers Energy
wants to ensure that it maximizes its ROl by using this
integration philosophy wisely.

Technologies, requirements and priorities impose
constraints on the system integration delivery process.
Quick solutions are often developed to address these
problems, resulting in point-to-point interfaces and
duplication of data and business logic, which create a lack
of consistency across the enterprise. This integration
becomes costly to maintain and difficult to grow with the
business. Part of Consumers Energy’s SOA dstrategy
includes leveraging service design patterns to ensure that
service design principles are applied consistently across the
enterprise, minimizing the need for quick solutions during
the system integration delivery process.

The service design patterns created for the AMI program
provide a documented solution in a generic template to
ensure consistency in service design, compliance to industry
standards, and technological independence. The service
design patterns incorporate industry standards, such as WS-
and IEC TC57 WG14 verbs, and provide a consistent
environment to discover and consume services across the
enterprise by enforcing common service semantics. As a
result, the AMI program adhering to the service design
patterns will enable the reuse of decoupled services by other
enterprise projects.

In Summary, the service design patterns collections consist
of:

e Message Exchange Patterns
e  Service and Operation Patterns

e  Service Interaction Patterns
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Below is an example of three patterns from each of the
Service Design Patterns. The integration scenario is between
two applications, where application A sends work order data
to application B via a service broker.

SendWorkOrder
CreatedWorkOrder_Send
ChangedWorkOrder_Send

Service

Operations

ReceneWorkOrder

The Operation Naming Patterns (IEC 61989 verbs) below
are used in these scenarios:

e Created -- operation: used in Send, Receive, Reply
services.

e Changed -- operation: used in Send, Receive,
Reply services.

e Closed -- operation:
used in Send, Receive,
Reply services.

ChangedWorkOrder_Recen
Greaatrci o

e Canceled -- operation:
used in Send, Receive,
Reply services.

Native
A APl or
Service

é Application A

o Deleted -- operation:
used in Send, Receive,
Reply services.

The Service Interaction Pattern
below isused in this scenario:

e Send-Receive Services

Guaranteed delivery within ESB,
plus internal routing......

Figure 5: Send-Receive Service | nteraction Pattern

Figure 5 shows Application A sends work order data
through a“ Send” service at the integration layer, acting as a
service broker. Application B provides a“Receive” service
to receive the work order data. Thisis an indirect interaction
process, as Application A does not send its data directly to
B, but through the Enterprise Service Bus (ESB). Itisan
asynchronous process because multiple invocation threads
areinvolved.

The Message Exchange Pattern used in this scenario is:

e A two-way pattern is a synchronous process that
typicaly involves two messages, one for request
and one for response.

The Service Naming Patterns below are used in these
scenarios:

e Send - to provide (send) information (information
object) for public (enterprise) consumption. To be
invoked by the system of record for the business
object and only when the state of the business
objects has changed.

e Receive — to consume (receive) information
(information object) from an external source.

Interaction Pattern
(Indirect &
K Asynchronous).

2.3. Benefits

This approach brings benefits to the industry for utilities,
vendors and customers. For utilities, having vendors support
a common set of services on a common information model
reduces the cost of integrating vendor offerings into the IT
and OT landscape at the utility. This also drives down the
base price for utilities if vendors support standard services
and information models. Thisis because if the services and
information exchanged are the same, then vendors have to
differentiate themselves on price, product performance, and
execution within the market.

There are opportunities for vendors who perform well.
Those who adopt common services and information models
will find awelcome market. Vendors that have attempted to
tie customers to proprietary products and interfaces will
increasingly find this approach a difficult sell. Vendors that
take the proprietary approach will have to show that their
products are demonstrably better than products based on
open standards and will need to justify what will likely be a
higher total cost of ownership.

All AMI systems promise to arm customers with more
information, alowing them to reduce their usage in
thoughtful ways and reduce their direct costs by shifting
their use to off-peak hours. However, the huge amounts of
investments for technologies and systems required to enable
such capabilities require the entire industry to drive toward
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more open and interoperable solutions to reduce the risks of
implementation and total cost of ownership. Although there
continually will be market and regulatory pressures to move
toward Smart Grid and Intelligent utilities, the market will
not bear costly and proprietary solutions.

3. CHALLENGES

While the goals and benefits of open and interoperable AMI
integration solution are clear, challenges remain that prevent
making the solution a reality for the market as a whole.
Chief challenges are listed as follows:

e Market positioning: As demand for AMI and Smart
Grid solution increases rapidly, competition is heating
up in the market. Inevitably, there will be parties who
want to “lock” the market into their proprietary
technologies, while others believe that open and
interoperable solution creates a win-win situation. The
rapid evolution of the technologies in this space
requires a very prudent approach for adoption and
implementation. While it may seem less costly to buy
into the market hype and go with a “turn-key” solution,
the risk of being “stuck” with unproven and proprietary
technologies remains extremely high in today’s market
condition.

e Utilities and vendors community cooperation:
Achieving an open and interoperable solution for the
market requires tremendous support and cooperation
from the utilities and vendors community. While
OpenAMI, OpenHAN, and AMI-ENT, etc. under UCA
OpenSG are making significant progresses toward
knowledge sharing and creating open specifications for
AMI, much still needs to be done to reach de facto
implementation standards for the market as a whole.

e Industry standards evolution and harmonization:
Significant progress has been made within IEC TC57,
Multispeak and other organizationsto provide standards
that will be supported by vendors, yet the internal
processes to individual standards bodies and inter-
standards competition make their adoption by utilities
and vendors more complicated. It was encouraging to
see IEC TC57 WG14 and MultiSpeak agree to
collaborate and move both standards in the same
direction. The user community needs to work together
to drive these standards into something that is both
implementable and maintainable.
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The GridWise™ Olympic Peninsula Project Results
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The Olympic Peninsula Project was a field
demonstration and test of advanced price signal-based
control of distributed energy resources (DER). The
project was part of the Pacific Northwest GridWise™
Testbed Demonstration, sponsored by the U.S.
Department of Energy (DoE) and led by the Pacific
Northwest National Laboratory. Other participating
organizations included the Bonneville Power
Administration, Public Utility District (PUD) #1 of
Clallam County, the City of Port Angeles, Portland
General Electric, IBM’s T.J. Watson Research
Center, Whirlpool, and Invensys Controls. The main
objective of the project was to convert normally
passive loads and idle distributed generation into
actively participating resources that were optimally
coordinated in near real-time to reduce stress on the
local distribution system.

Planning began in late 2004 and the bulk of the
development work took place in 2005. By late 2005
equipment installations began, and the experiment
was fully operational by Spring 2006 and remained
active full one full year.

The motivating theme of the project was the
GridWise concept that inserting intelligence into
electric-grid components at every point in the supply
chain from generation through end-use will
significantly improve both the electrical and
economic efficiency of the power system. In this case
information technology and communications was
used to create a real-time energy market system that
could control demand response automation and
distributed generation dispatch. Optimal use of the
DER assets was achieved through the market, which
was designed to manage the flow of power through a
constrained distribution feeder circuit.

The project also illustrated the value of
interoperability in several ways, as defined by the
DoE’s GridWise Architecture Council (GWAC).
First, a highly heterogeneous set of energy assets,
associated automation controls, and business
processes were composed into a single solution that
integrated a purely economic or business function in
the form of the market-clearing system with purely
physical or operational functions in the form of
thermostatic control of space heating and water

heating, demonstrating interoperability at the
Technical and Informational levels of the GWAC
Interoperability Framework
(http://www.gridwiseac.org/about/publications.aspx).
This is an ideal example of a cyber-physical-business
system, and represents an important class of solutions
that will emerge as part of the transition to smart
grids.

Second, the objectives of the various asset owners
participating in the market were continuously
balanced to maintain the optimal solution at any point
in time. This included the residential demand
response customers, the commercial and municipal
entities with both demand response and distributed
generation, and the utilities, which demonstrated
interoperability at the Organizational level of the
Framework.

Project resour ces

The following energy assets were configured to
respond to market price signals:

e Residential demand response for electric space
and water heating is 112 single family homes
using gateways connected by either DSL or cable
modem to provide two way communication. The
residential demand response system allowed the
current market price of electricity to be presented
to customers. Consumers could also configure
their demand response automation preferences.
The residential consumers were evenly divided
between three contract types (fixed, time of use,
and real-time) and a fourth control group. All
electricity consumption was metered, but only
the loads in price-responsive homes were
controlled by the project (~75 KW).

o  Two distributed generation units (175 KW and
600 KW) at a commercial site served the
facility’s load when the feeder supply was not
sufficient. These units were not connected in
parallel to the grid, so they were bid into the
market as a demand response asset equal to the
total load of the facility (~170 KW). When the
bid was satisfied, the facility disconnected from
the grid and shifted its load to the distributed
generation units.
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e  One distributed microturbine (30 KW) that was
connected in parallel to the grid. This unit was
bid into the market as a generation asset based on
the actual fixed and variable expenses of running
the unit.

e Five 40 HP water pumps, distributed between
two municipal water pumping stations (~150 KW
of total nameplate load). The demand response
load from these pumps was incrementally bid
into the market based on the water level in the
pumped storage reservoir, effectively converting
the top few feet of the reservoir capacity into a
demand response asset on the electrical grid.

Monitoring was performed for all of these resources,
and in cases of price-responsive contracts automated
control of demand response was also provided. In all
cases of automated control consumers were able to
temporarily disable or override project control of
their loads or generation units. In the residential real-
time price demand response homes consumers were
provided a simple configuration choice for their space
heating and water heating that involved choosing an
ideal set point, and choosing a degree of trade-off
between comfort and price responsiveness.

For real-time price contracts, the space heater demand
response involved automated bidding into the market
by the space heating system. Since the programmable
thermostats deployed in the project did not have any
support for real-time market bidding, IBM Research
implemented virtual thermostats in software using an
event-based distributed programming prototype
called Internet-scale Control Systems (iCS). iCS is
designed to support distributed control applications
that span virtually any underlying device or business
process through the definition of software sensor,
actuator, and control objects connected together by an
asynchronous event programming model that can be
deployed on a wide range of underlying
communication and runtime environments. For this
project, virtual thermostats were defined that
conceptually wrapped the real thermostats and
incorporated all the functionality of the real devices
plus the additional functionality needed to implement
the real-time bidding. These virtual thermostats
received the actual temperature of the house as well
as information about the real-time market average
price and price distribution and the consumer’s
preferences for set point and comfort/economy trade-
off setting. This allowed the virtual thermostats to
calculate the appropriate bid every five minutes based
on the changing temperature and market price of
energy.

The real-time market in the project was implemented
as a shadow market — that is, rather than change the
actual utility billing structure, the project
implemented a parallel billing system and a real-time
market. Consumers still received their normal utility
bill each month, but in addition they received an
online bill from the shadow market. This additional
bill was paid from a debit account that used funds
seeded by the project based on historical energy
consumption information for the consumer. The
objective was to provide an economic incentive to the
consumers to be more price responsive. This was
accomplished by allowing the consumers to keep the
remaining balance in the debit account at the end of
each quarter. Those consumers who were most
responsive were estimated to receive about $150.00
at the end of the quarter.

The market in the project cleared every five minutes,
having received demand response bids, distributed
generation bids, and a base supply bid based on the
supply capacity and wholesale price of energy in the
Mid-Columbia system operated by Bonneville Power
Administration (this was accomplished through a
Dow Jones feed of the Mid-Columbia price and other
information sources for capacity). The market
operation required project assets to submit bids every
five minutes into the market, and then respond to the
cleared price at the end of the five minute market
cycle. In the case of residential space heating in real-
time price contract homes, the virtual thermostats
adjusted the temperature set point every five minutes,
but in most cases the adjustment was negligible (for
example, 1/ 10" of a degree) if the price was stable.

Key findings

Distribution constraint management — This was
one of the primary objectives of the experiment, and
was successfully accomplished. The distribution
feeder imported capacity was managed through
demand response automation to a cap of 750 KW for
all but one five minute market cycle during the
project year. In addition, distributed generation was
dispatched as needed during the project, up to a peak
of about 350 KW.

During one period of about 40 hours on October 30,
2006 to November 01, 2006 the system successfully
constrained the feeder import capacity at its limit and
dispatched distributed generation several times, as
shown in Figure 1. In the figure, actual demand under
real-time price control is shown in red, and the blue
line shows what demand would have been without
real-time price control. It should be noted that the red
demand line steps up and down above the feeder
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Figure 1 Demand graph with and without real-time price controls

capacity line several times during the event — this is
the result of distributed generation units being
dispatched and removed as their bid prices are met or
not.

M arket-based control demonstrated — The project
controlled both heating and cooling loads, which
showed a surprisingly significant shift in energy
consumption. Space conditioning loads in real-time
price contract homes demonstrated a significant shift
to early morning hours. This occurred during both
constrained and unconstrained feeder conditions, but
was more pronounced during constrained periods.
This result is similar to what one would expect in pre-
heating or pre-cooling systems, but the neither the
real nor the virtual thermostats in the project had any
explicit prediction capability. The analysis showed
that the diurnal shape of the price curve itself caused
the effect.

Peak load reduced — The project’s real-time price
control system both deferred and shifted peak load
very effectively. Unlike the time of use system, the
real-time price control system operated at a much
finer level of precision, responding only when
constraints were present, and resulting in a very
precise and proportionally appropriate level of

response. The time of use system, on the other hand,
was much coarser in its response, and also responded
regardless conditions on the grid, since it was only
responding to pre-configured time schedules or
manually initiated Critical Peak Price signals.

Internet-Based control demonstrated — Bids and
control of the distributed energy resources in the
project were implemented over Internet connections.
As an example, the residential thermostats modified
their operation through a combination of local and
central control communicated as asynchronous events
over the Internet. Even in situations of intermittent
communication failure, resources typically performed
well in default mode until communications could be
re-established. This example of the resilience of a
well-designed, loosely coupled distributed control
application schema is an important aspect of what the
project demonstrated.

Distributed generation served asa valuable
resour ce — The project was very effective in using
the distributed generation units, and dispatched them
many times over the duration of the experiment.
Since the diesel generators were restricted by
environmental licensing regulations to operate no
more than 100 hours per year, the bid calculation
factored in a sliding scale price premium such that
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bids would become higher as the cumulative runtime
for the generators increased toward 100 hours.

Conclusion

The Olympic Peninsula project was a unique in many
ways. It clearly demonstrated the value of the
GridWise concepts of leveraging information
technology and incorporating market constructs for
managing distributed energy resources. Local
marginal price signals as implemented through the
market clearing process and the overall event-based
software integration framework successfully managed
the bidding and dispatch of loads and balanced the
issues of wholesale costs, distribution congestion, and
customer needs in a very natural fashion.

The final report on the project is available at
http://www.gridwise.pnl.gov, along with other
background material. The report expands on the
remarks in this article, and covers in detail a number
of important assertions that the project supported,
including:

e  Market-based control was shown to be a viable
and effective tool for managing price-based
responses from single-family premises.

e  Peak load reduction was successfully
accomplished.

e Automation was extremely important for
obtaining consistent responses from both supply
and demand resources.

e  The project demonstrated that demand response
programs could be designed by establishing debit
account incentives without changing the actual
energy prices offered by energy providers.

Although technological challenges were identified
and noted, the project found no fundamental obstacles
to implementing similar systems at a much larger
scale, and it is hoped that an opportunity to do so will
present itself at some point in the near future.
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Abstract

Advanced Metering Infrastructure (AMI) is well recognized
as the foundational technology platform enabling the Smart
Grid of the future. Often, it is the first milestone in
connecting utilities to the Smart Grid. Not only does AMI
provide significant features and functions that enable a wide
variety of Smart Grid applications, but it brings with it a
communications infrastructure that transcends the electric
utility service territory, extending the network to the
millions of consumers at the edges of the delivery system.
With this comes a potential economy of scale to support
additional, low-cost monitoring and control applications that
historically have not been practical due to communication
costs. At the same time, underlying strategic elements that
contribute to the vision of the Smart Grid aso drive
requirements for increased visibility into the status of the
power delivery infrastructure and operational awareness for
the optimization of the delivery and use of energy.

This combination of conditions has stimulated a revitalized
interest in Distribution Automation (DA), which is being
viewed as the next logical Smart Grid milestone after AMI.
As a result, utilities are beginning to contrast the cost of a
standalone Distribution Automation infrastructure with that
of an AMI solution coupled with a DA deployment that
leverages the synergies of a common communication
platform.

The ANSI C12.22 protocol is integral to creating that
common communication platform. C12.22 is an open
standard focused on the application layer of the network. It
was designed specifically for communicating utility device
data across any network medium. In particular, it is well
suited to support high-latency DA devices where response
time requirements are not as stringent (30 to 90 seconds),
where there is large population of devices, and where
communication costs are a greater consideration.

1. STANDARDS

As areference for understanding this document, a high level
primer with associated definitions follow:

Michael Burns

Itron
Michael.Burns@Itron.com

1.1. ANSIC12.19

ANSI C12.19 is a standards specification for utility industry
end-device data tables. The specification was initially
ratified in 1997 and defines the model for passing data to
and from end devices. C12.19 ‘tables are nothing more
than templates for transporting data. It is a form that
represents an ordered list of information. One analogy that
best describes thisis an individual’ s income tax return form.
A tax form says nothing about how your records should be
kept. Your information can be stored on separate sheets of
paper, in a binder, in your computer, or in a mason jar.
However, the tax form does require that the data be
presented properly and in a specific order. Similarly, the
predefined tables in C12.19 do not impose how the data is
stored. The end device only needs to create the data in the
proper form and order when requested to deliver
information, and accept information in the proper form and
order when it arrives.

1.2. ANSI C12.22

C12.22 is primarily an application protocol. It extends
C12.19 to support reliable data network communications at
the end-device. The protocol defines how to transport
C12.19-format data over a network using the OSI (Open
Systems | nterconnect) model.

Uses of the protocol include operation over the C12.22 node
network, and a point-to-point interface between a C12.22
device and a C12.22 communications module (network
adaptor). C12.22 offers a methodology for both session and
session less communications. In addition it provides for

e common data encryption and security

e a common addressing mechanism for use over both
proprietary and non-proprietary network mediums

e interoperability among end devices within a common
communication environment

e system integration with third-party devices through
common interfaces

e both 2-way and 1-way communications with end
devices
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e enhanced security, reliability and speed for transferring
end-device data over heterogeneous networks

2. ANSI C12.22 WITHIN THE
INTEROPERABILITY FRAMEWORK

ANSlI C12.22 can be further characterized within the
interoperability context-setting framework defined by the
GridWise Architecture Counsel'. The framework divides the
concept of interoperability into eight key levels. C12.22
focuses on levels two and three, Network Interoperability
and Syntactic | nteroperability.

C12.22 provides network interoperability by abstracting
communications to the application layer of the OSI network
model. In doing so, it allows for the transport of data over
virtually any type of networking medium. Thus a C12.22-
compliant message can travel across an radio-frequency
mesh network to reach a collection point, then move along a
fiber optic network to reach the utility, and then traverse the
Category 5 Ethernet cabling inside the utility to reach its
destination.

C12.22 provides syntactic interoperability through its
symbiosis with C12.19 data structures. That standard
defines the structure of messages exchanged between
systems. Thus 